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Preface

The rapid development and adoption of technology-based information, communi-
cation and product delivery systems have facilitated globalization of the financial
services industry and removed the barriers between its vertical segments. New
business and market models require the adaptation of existing IT infrastruc-
tures as well as the development of innovative solutions for both experimental
and operational systems.

In this context, several aspects are creating a highly innovative and at the
same time competitive setup in the financial industry. In the workshop series on
enterprise applications and services in the finance industry (FinanceCom), we
try to capture this development. Here, service-oriented computing concepts and
architectures play a major role. When applying these novel concepts in the bank-
ing and finance sector, the business value of such architectures has to be assessed
quantitatively. Also, the heterogeneous and evolving service-oriented modeling
methodologies have to be evaluated. Pulling these novel modeling methodolo-
gies up to a larger picture, the technology-driven transformation of the financial
industry is emphasized, where a highly fragmented and heterogeneous situation
is currently developing towards banking value networks.

In this field, financial business standardization and the introduction of stan-
dardized service modules play a core role. Applying standardized services cer-
tainly allows one to utilize economies of scale in a better way and hence fosters
outsourcing and offshoring tendencies in the sector of banking information sys-
tems. While addressing this aspect, of course novel technologies that are being
developed in other fields also entering the banking and finance domain. Web ser-
vices and grid computing are two important examples. However, these standards
can only be utilized when being applied homogeneously in financial systems. As
an example, international standards such as the “markets and financial instru-
ments directive (MiFID)” of the European Union are of key interest.

All of these aspects lead to a deeper integration of information technology
into banking and finance. Enablers for a more dynamic and cross-institutional
financial field are also innovative design patterns for electronic markets and
e-finance business models. While focusing on such specific fields, large rules which
set the legal frameworks, such as Basel II or the usage of IFRS (IAS), have a
tremendous impact on the domain. Finally, decision support systems in banking
as well as implementation exercises and case studies build the foundations of
innovative concepts.

Within the Third International Workshop on Enterprise, Applications and
Services in the Finance Industry (FinanceCom 2007) many of these aspects were
addressed in several contributions. The workshop was hosted with the Interna-
tional Conference on Information Systems (ICIS 2007) in Montreal.
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In the first contribution, Peter Gomber and coauthors investigate the issue of
volume-weighted average price (VWAP) executions in electronic trading. They
consider this concept as a benchmark to measure execution quality. The authors
propose a conceptual market model for non-intermediated crossing sessions in a
fully electronic environment, which provides anonymity and lifts the constraints
of full-day VWAP by introducing the possibility of crossing investors’ orders at
forward intraday VWAPs.

In the second contribution, Conte and Burghardt elaborate on the MiFID.
They evaluate the concepts in MiFID concerning the best execution of client
orders and show the potential of the directive in that respect. Extending the
directive contents, they present an approach that allows for a dynamic best
execution.

Kundisch et al. present a concept about the transfer of portfolio selection
theory to customer portfolio management in the case of an e-tailer. In their work,
they focus on the assessment of the alternative of investing in existing customers
instead of acquiring new ones. From a first evaluation of the application of the
portfolio selection theory to this problem, they derive a model for the alignment
of customer relationship management activities.

Schaper addresses trends in European cross-border securities settlements. He
elaborates on the fact that the settlement phase – often underestimated in trad-
ing literature – is still highly fragmented and heterogeneous within the European
landscape of financial institutions. An overview about the market, regulation,
recent approaches as well as the European code of conduct and TARGET2-
Securities is given.

In the following contribution Schulte and others present a framework in which
they focus on the general requirements of banks on IT architectures and the
service-oriented architecture paradigm. They present the results from an em-
pirical study which quantifies the qualification of SOA for the German banking
industry. They identify the heterogeneity of expectations within the banking
field.

Marabelli and Rajola draw attention to the interrelation between IT capabil-
ities and organizational change in the banking industry. They investigate how far
the Italian financial industry is moving towards compliance with the MiFID di-
rective. In their work, they combine qualitative and quantitative methodologies
to investigate the research questions.

Lutz identifies cash tokes for the security assertion markup language (SAML)-
based federations. In his work he outlines an approach for digital cash within
such setups.

Ureche-Rangau and Carugati in their contribution look at the foreign delist-
ing and domestic stock value. Based on the withdrawal of delisting of their
stocks by foreign companies from the Tokyo Stock Exchange, they measure the
impact of the delisting decision on the domestic stock price. While highlighting
significant clusters, they provide in their content analysis a valuable addition
to traditional event study and useful guidance in understanding the delisting
phenomena.
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In their contribution, Kohlmann and coauthors present instruments for an
integrated business network redesign in the financial industry. They explicitly
elaborate on factors such as globalization, increased competition and declining
customer loyalty as a structural transformation. Within this setup, they identify
redesign in the example of the investment process and thus present the funda-
mentals: a reference network, a reference process and a reference service map for
investments.

Berger and Martin explain the adoption of value metrics in retail banks’ cus-
tomer management. In their work, they elaborate on a competitive customer
management system which requires the use of adequate metrics for performance
controlling and management. They show that the competitive pressure is identi-
fied as a dominating driver. Ease of use is also of high relevance and a negative
link from firms’ profitability to the adoption of the customer lifetime value is
revealed.

Sinclair and others provide substantial insight into information risk in finan-
cial institutions. In their field study, they establish a research roadmap which
allows further investigation of this domain. They discuss lifecycle management
and entitlement review processes in the context of large financial institutions
and describe both: the results of a field study research in retail as well as in
investment banks.

Finally, Weber elaborates on his FinanceCom 2007 keynote paper on technol-
ogy for trading: what works and what fails. He outlines the most important steps
in trading technology of the last 20 years of research and gives a comprehensive
and insightful overview on the steps in technology development as well as the
adoption of these by the market participants.

Many people were involved in the preparation of this workshop. First of
all I would like to thank Jörn Altmann, Dieter Bartmann, Mike Briers, Carl
Chen, Giovanni Damiani, Jochen Dzienziol, Lars Friedrich, Heiko Gewald, Pe-
ter Gomber, Michael Grebe, Bernd Heinrich, Terry Hendershott, Franz Hollich,
Gabriel Jakobson, Steffen Krotsch, Markus Lammers, Dirk Neumann, Mihir
Parikh, Hans Gert Penzel, Omer Rana, Marcus-Julian Rumpf, Stefan Sack-
mann, Oliver Schein, Gerhard Schwabe, Robert Schwartz, Andrew Schwarz,
Matthias Tomann, Pascal van Eck, Heinz-Theo Wagner, Bruce Weber and Hen-
ning Weltzien for preparing more than 70 reviews within a tight time schedule.
Based on these reviews, 11 full contributions were selected for publication (as
revised versions) in this volume, which is equivalent to an acceptance rate of
31%. Concerning the workshop at ICIS I would like to thank France Belanger
for his support in hosting the event as well as Lisa Rucker for her outstanding
management of the event. For the substantial support in preparing the material
and running the pre-workshop processes I would like to thank Nils Parasie.

Also, I would like to thank Ralf Gerstner and Christine Guenther from
Springer for their excellent support in producing this proceedings volume. Last
but not least I would like to thank the Organizing Committee Dennis Kundisch,
Tim Weitzel, Christof Weinhardt, Fethi Rabhi and Federico Rajola for the fruit-
ful cooperation.
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Finally, I would like to wish all the best for the follow-up FinanceCom Work-
shops in the coming years.

January 2008 Daniel J. Veit
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Flexible VWAP Executions in Electronic Trading 

Peter Gomber, Marco Lutat, and Adrian Wranik 

Johann Wolfgang Goethe-University Frankfurt, Chair of e-Finance, E-Finance Lab,  
Robert-Mayer-Strasse 1,  

60054 Frankfurt, Germany 
{gomber,lutat,wranik}@wiwi.uni-frankfurt.de 

Abstract. For the execution of large equity orders, institutional investors often 
use the Volume Weighted Average Price (VWAP) as a benchmark to measure 
execution quality. To achieve this, they have the possibility to either cross their 
orders in a non-intermediated electronic system or to submit a VWAP agency 
order to a broker that executes the orders manually. Though more expensive in 
explicit costs, in particular due to higher flexibility, agency VWAP is still more 
attractive to investors than VWAP crossings. This work proposes a new 
electronic crossing model addressing and solving the flexibility restrictions 
present in today’s VWAP crossing. 

Keywords: Electronic trading, Crossing, VWAP. 

1   Introduction 

The size of institutional investors’ orders can range up to several percent of the 
average daily volume. Trading such orders on today’s electronic trading venues is 
subject to explicit as well as implicit transaction costs of trading, e.g. opportunity 
costs and market impact [1] [2]. The market impact results from the information 
carried by the orders and from the premium paid for liquidity provision. 

In order to manage and minimize these costs, benchmarks are applied to measure 
execution performance and to be able to compare execution venues and the execution 
services of brokers. As of today, the most established benchmark is the Volume 
Weighted Average Price (VWAP) as it is easy to measure, easy to communicate and 
as it is provided from most information vendors (Reuters, Bloomberg, etc.)[1]. To 
achieve this benchmark, institutional investors (i) execute large orders without any 
broker intermediation within an electronic crossing system that imports the full day 
VWAP from a trading venue (reference market) or (ii) these orders are handed over to 
a broker that executes the order successively and manually in the markets applying 
data on market volume distributions.  

As shown in [3], the VWAP benchmark can be calculated in various ways with 
various nuances related to the included transactions, e.g. by excluding own trades, by 
excluding over-the-counter transactions which have been reported with delay or by 
excluding transactions on other execution venues. If the transaction volume is 
concentrated on one dominant market, the excluded few trades would have a low 
influence on the full day VWAP. However, the influence can rise if the calculation 
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period is shortened. Mathematical effects can also occur, when trades from an intra-
day crossing session are included in the calculation influencing the VWAP for 
overlapping later sessions. 

The existing trading model of VWAP crossing (see (i)) separates price and volume 
negotiations from each other, such that the size of the order has no market impact. 
The process starts by submitting an order into a closed order book before the 
reference market opens. This enables investors to search counterparties and seek size 
on the opposite side of the market. Once there is quantity available at both sides, the 
orders are crossed within a session before the reference market opens and trades 
occur. After the reference market closes, the VWAP gets imported and the previous 
trades are enriched by setting this price. The strategy of trying to cross big orders in 
the first place before trading them in chunks over time has been shown to be cost 
effective [4]. However, the long period between execution and price determination is 
subject to the risk of price movement, as the market can move into an unfavorable 
direction. Based on transaction costs in trading, the long period of one whole trading 
day leads to high opportunity risk. 

The other option (see (ii)) is an agency VWAP order, where the investor hands the 
order to a broker for execution bound to VWAP as benchmark. The broker splits the 
order into smaller chunks and executes them over time or even across multiple 
execution venues trying to achieve the VWAP benchmark. Although the agency 
VWAP is subject to transaction costs and broker trading behavior is not without 
critique [5], it offers flexibility to the investor: First, the investor can specify a time 
period other than the whole trading day, for example the VWAP for several hours. 
Additionally, the order can be canceled during execution, for example if important 
news regarding the traded instrument occurs. Finally, the investor has the chance that 
his order is executed at a price better than the VWAP. 

Given that the flexibility advantages of the agency VWAP trading is attractive to 
institutional investors (despite high explicit costs, i.e. brokerage fees), a new crossing 
model has to include at least some comparable value proposition. In this paper, a new 
electronic VWAP crossing model is developed and presented that offers full 
flexibility relating to the time period of VWAP executions based on an order book 
market model. 

The remainder of this paper is organized as follows: Section 2 will give an 
overview of the existent academic literature in the context of VWAP trading and 
presents two examples of VWAP trading solutions in today’s financial industry. In 
section 3 we will present a forward VWAP trading model offering investors a high 
grade of flexibility in trading. Finally, section 4 will conclude. 

2   Related Works 

In the academic literature, work on VWAP trading or crossing in general can be 
found, whereby most of the literature focuses on the investor’s perspective, i.e. 
optimizing VWAP strategies or reducing transaction costs by the use of crossing 
networks. The design of mechanisms for VWAP trading from a market operator’s 
perspective, i.e. the derivation of market models to satisfy investors’ needs, can not be 
found in literature yet. 
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An extensive overview on the topic of VWAP trading from the investor’s 
perspective is given e.g. by [3]. The meaning of transaction costs in general and the 
problematic of implementing an - in theory - alpha generating portfolio investment 
strategy is presented for hedge funds in [6]. 

By means of theoretical modeling a “static optimal execution strategy” of a VWAP 
trade is derived and proved appropriate with empirical data in [7]. Here, the optimal 
execution strategy is calculated by an iteration of a single variable optimization. It is 
shown that optimal execution times lag behind expected market trading volume 
distribution as price volatility has a positive correlation with market trading volume. 
Essentially, execution error for a basket trade can be reduced by spreading out 
execution times according to the correlation of price movement. 

Optimal trading strategies with the purpose to minimize expected costs when 
trading large block orders over a fixed time period are also derived in [8]. In this 
paper the optimal sequence of trades as a function of market conditions is obtained. 
An extension to the portfolio case where price impact across stocks can have an effect 
on a portfolio’s total trading cost is provided. 

Models for two important aspects of modern financial markets, namely VWAP 
trading and limit order books are developed in [9] and extended to a study of 
competitive algorithms in these models and a relation to earlier algorithms for trading. 

The costs of trading in crossing networks is highlighted in [10] by a comparison of 
effective trading costs and the costs of non-trading (when an order or a part of it could 
not be executed in a crossing network). By means of one institutional investor’s data 
set they provide evidence that the low effective trading costs for crossing networks 
are offset by the costs of non-trading. 

Against the background of best execution in institutional investor trading a 
discussion on the quality of benchmarks like VWAP or High-Low-Open-Close 
(HLOC) can be found in [11]. 

Two trading mechanisms for large-block trades are analyzed in [12], namely the 
“downstairs” markets, such as NYSE floor, and the “upstairs” markets where 
counterparties to a trade are actively searched and prices are determined by 
negotiation in order to avoid adverse pricing by insufficient liquidity in the 
“downstairs” market. Those negotiations often rely on benchmarks like VWAP. 

As stated in [5], the evaluation of a trader’s performance by portfolio managers is 
mainly based on a comparison of the price per share that the trader has reached and 
the VWAP during a whole trading day. It is empirically shown that this fact gives a 
trader some incentives which do not comply with the portfolio manager’s objectives 
and thus fortifies the principal agent problem. 

As already indicated, related research addresses various topics regarding VWAP 
and institutional investors’ trading needs, but does not deal with a suitable VWAP 
crossing model itself. Therefore, the goal of this work is to extend existing research 
by presenting a new flexible model for forward VWAP crossing in a fully electronic 
environment, utilizing the benefits of crossing [13, 4] and addressing the risk of price 
changes inherent to full-day crossing. Forward VWAP crossing relates to the fact that 
investors have a facility to submit their orders before the trading session - from which 
the VWAP is imported - starts. Consequently, the execution price is first unknown to 
the investor at the time of order submission and second not yet determined when the 
actual crossing of orders takes place. Thus, the model is different from “off-hours” 
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VWAP crossing where investors have the opportunity to cross their orders after a 
regular trading session (off-hours) in which a daily VWAP or a VWAP for a certain 
period of time has been determined. 

2.1   VWAP Landscape in Today’s Financial Industry 

Some exchanges and agency only brokers (like Instinet) have already recognized the 
investors’ desire for VWAP crossing or crossing related to benchmarks other than 
VWAP (e.g. midpoint) and offer respective trading models to their clients. In general, 
public information on VWAP crossing in the industry is spare and hard to find. This 
subsection is to provide the reader with two examples of the industry’s solutions on 
crossing sessions: 
 
New York Stock Exchange (NYSE) Crossing Sessions 
The NYSE provides its clients with four different crossing sessions [14]. Crossing 
Session I enables member firms to submit their single stock orders into the SuperDot 
system for 45 minutes starting at 4.15 p.m. Orders will be executed at the end of the 
session at the NYSE closing price determined during the regular trading session 
which ends at 4 p.m. 

Crossing Session II is restricted to the trading of baskets of at least 15 securities 
and a minimum value of $1 million. This session is open to NYSE member firms for 
2 ½ hours starting at 4 p.m. 

In Crossing Session III, NYSE offers its members a facility to execute “guaranteed 
price” trades for their customers whereby prices may lie outside the price range of the 
regular NYSE trading session on that day. Again, this session is open for order 
submission for 2 ½ hours starting at 4 p.m. 

Crossing Session IV may be used by members for full-day VWAP orders or trades 
designated as VWAP for a specific period of time. The crossing session for VWAP 
trades follows at the end of the regular NYSE trading session and lasts for 2 ½ hours. 

As one can see from the descriptions above, all crossing sessions provided by 
NYSE can be regarded as off-hours trading facilities rather than forward VWAP 
crossing as associated trade prices are already known before an order is submitted to 
the system. 

Instinet Crossing 
Instinet provides its customers with three different forms of crossing with each of 
them related to a different crossing benchmark and crossing time [15]. 

First, Instinet customers are offered the opportunity of crossing their orders at the 
(future) full-day VWAP twice a trading day, where crossing takes place in two 
separate sessions at 8.30 a.m. and 9.15 a.m. Orders may be submitted from 8.00 a.m. 
through the beginning of those sessions [16]. 

Alternatively, investors may cross their orders at seven different times during a 
trading day ranging from 9.50 a.m. to 3.50 p.m. Those crossings will take place at the 
security’s market mid-spread prevailing in the reference market at the respective point 
in time. 

One last option of crossing investors’ orders is presented by Instinet’s Last Daily 
Cross, where orders are matched at the primary exchange closing price at 6.30 p.m. 
Orders specified for Last Daily Cross may be submitted from 3.30 p.m. through 6.30 
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p.m. [16]. In any of the three cases described above, orders that do not find a match in 
a crossing session are returned to the client unexecuted.  

The existing approaches are either providing ex post VWAPs where investors have 
the high risk that – if they don’t get an execution – they have no other alternative to 
achieve the benchmark or are providing full day VWAPs only where the flexibility is 
significantly lower than in the alternative of an (expansive) broker execution. 

3   Flexible VWAP Trading – The Market Design 

Based on the discussion in the previous section, this section presents a new model for 
crossing orders based on the VWAP. As transactions resulting within a crossing 
system are excluded from the price finding mechanisms implemented in the 
respective reference market the VWAP is not influenced by them. 

3.1   General Market Model Characteristics  

This subsection provides an overview on the key market model parameters and refers 
to some details that will be further described in subsections 3.2 to 3.5: The model is 
investor order driven, that is, neither external market makers nor the provider of the 
platform provide liquidity or act as counterparty. Such a model is in-line and shares 
the advantages of other crossing platforms as well as order driven trading venues. 

The overall trading period is bound to the opening times of the reference market 
with the first crossing at the opening and the last crossing before the closing of the 
reference market.  

The key idea of the proposed model is that crossings are triggered based on the 
start times (and end times) of the VWAP periods submitted as order parameters from 
investors (see subsection 3.2). This provides full flexibility concerning the time 
windows in which the VWAP is determined and thereby differs from existing VWAP 
crossings. In the model, the submitted start times and end times for the VWAP 
calculations by the investors are shown in an open order book (see figure 1). Thereby, 
other institutional investors can react to the order submissions and liquidity can 
concentrate at specific time windows (see subsection 3.3), i.e. investors will try to join 
time periods already present rather than specify new ones. 

Besides the desired start and end times, the order book is closed in a way that 
neither volume nor market side information is shown in order to prevent market 
impact. Trading is anonymous, so investors do not know each other before the trade. 

A generic restriction for the order size is not necessary; however, a size per period 
restriction can be included, e.g. based on a fraction of average daily volume.  

Trades are finally and fully confirmed at time of completion of all necessary 
parameters, including the trade related price. This means that after a successful cross, 
the investors get a preliminary execution confirmation including the crossed size (see 
subsection 3.4) without price information. The final trade confirmation (including the 
execution price) is sent after the VWAP has been calculated, that is, after the 
specified period has passed. At this point, the trade price is available and will be 
reflected in the trade confirmation. In order to protect investors and as additional 
incentive, safeguards against extreme events and reference market movements are 
presented (see subsection 3.5). 
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Fig. 1. Shows an example of the visible and hidden parameters of the order book. Only the time 
intervals (start and end times) are shown to the investors (visible), while quantity, entry time 
and market side included in the order book are hidden. 

3.2   Order Types and Parameters 

The key new parameters that are not yet implemented in other crossing systems 
constitute the start times (t1) and end times (t2) for the desired window for VWAP 
calculation. Based on this, there are several possible types of orders designed for the 
system which is developed in this paper. The first one is a ‘plain vanilla’ order named 
strict. This type carries the minimum parameters needed, namely buy/sell indication, 
quantity, start time and end time. At the time of order arrival within the system, the 
order entry time is attached to maintain time priority for the matching mechanism. 
The start and end time could be alternatively replaced by start time plus period 
information.  

The strict order can be modified by parameters like “all or none” or “minimum 
execution quantity”, further constraining the order. A strict order participates only in 
crossing auctions with exactly matching parameters (start and end times), and 
unexecuted quantity is deleted as in state of the art full day crossing systems. 

An additional order type, “start fix”, allows for partial period matches. Such orders 
can be executed against orders with the same start time but different end time. In 
order to enable the investor to achieve the VWAP, the quantity of these orders 
available for crossing against different periods is adjusted according to the historical 
volume pattern. Details are depicted in the matching description. 

Further order types are “carry forward” orders where unexecuted quantity is 
forwarded to the next crossing session. Two subtypes are possible, either “end fix” 
orders which can only be carried to sessions with a later start time but the same end 
time and “period fix” carried into sessions of the same length. In the first case, 
quantity is again adjusted to the historic volume pattern, while in the second, the 
quantity remains unchanged. This “carry forward” order type can be substituted by 
the investor by canceling the remaining quantity (e.g. a strict order) and submitting a 
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new one for the later period. As an incentive to use these orders, the time priority is 
kept. The benefit for the system is an enhanced liquidity, as the trading interest 
remains within the system. While the carry forward orders are waiting for the start of 
the next auction, the unexecuted quantity can be canceled by an investor. The period 
fix version addresses investors who are not bound to the period of VWAP calculation 
and to timing of the order but lay the focus on the average price. The carry forward 
orders can optionally have a maximum forward parameter, e.g. the latest start time. 
Parameters like ‘all or none’ are also applicable.  

3.3   Trading Phases 

The phases are order entry phase, crossing auction, VWAP calculation period, price 
determination and confirmation (see figure 2). There is no fixed order entry phase; 
however, the first order submitted into the system sets an event driven time window 
between this first order entry time (t0) and the specified VWAP calculation start time 
(t1). The order book shows the submitted start and end times to enable other traders to 
join these VWAP calculation windows. All orders willing to interact with the first one 
or with the same start time (t1) must be entered before this start time in order to 
participate within the crossing auction at t1. Additionally, orders can be canceled 
before the start of the crossing auction. 
  

Entry

t1 t2

Crossing Auction

VWAP Calculation

Price determination and 
Trade Confirmation

t0

 
 

Fig. 2. Trading phases 

The order entry time is important for the time priority as one factor for the 
matching mechanism. Immediately (e.g. 1 min.) before the start time t1, a crossing 
auction occurs, matching orders based on the matching rules described below. Orders 
can not be withdrawn as soon as the auction starts. After the crossing, execution 
confirmations with the executed quantity are sent to investors. The execution 
confirmations have no counterparty information to prevent a black board effect where 
investors could submit only a small quantity to the crossing system and negotiate their 
real quantity bilaterally with counterparties disseminated through the confirmations. 
These investors already have shown their acceptance of the time period and would be 
potential counterparties for bigger trades, which could lead to lower liquidity in the 
actual system. 

At the time the auction ends, the calculation period for the corresponding VWAP 
begins. The VWAP for the specified period will represent the price for the trades 
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already crossed in the auction. The executed orders can not be withdrawn from the 
system by the investors. Additionally, after the crossing auctions end, at the beginning 
of the VWAP calculation, unexecuted quantity is handled (see flow described in 
figure 3). Remaining quantity for strict orders is deleted. Remaining quantity or 
unexecuted orders from carry forward types (either end fix or period fix) are moved to 
the next suitable crossing session, for which the entry phase is running. If there is no 
further entry phase, that is, there are no further orders in the system or the orders do 
not match strict time constraints, the remaining quantity is also deleted. 

 
Crossing Auction

Exact period

unmatched 
quantity

Strict order
Crossing Auction
Same start time

Cancel
unmatched 

quantity

Carry forward 
order

Forward into next 
suitable session

Cancel

Suitable 
session

Y

Y

Y Y

Y

Y

Y

 

Fig. 3. Processing of orders after a crossing auction 

At t2, the calculation of the VWAP ends and the price of the transaction is 
determined. This price allows for enrichment of the trade data completing the 
transaction. 

After t2, the trade confirmations are prepared and sent to the investors, including all 
data required for post trade processing. This includes data previously included in the 
execution confirmations as well as price and counterparty information. Together with 
confirmation of the trades, reports required by regulation are prepared and sent and 
the transactions are disseminated to the market. 

Since investors are free to specify the time periods, these trading phases are present 
for every single period. This includes overlapping ones, which are relevant within the 
matching mechanism. 
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3.4   Matching Rules 

Corresponding orders on opposite sides of the market are matched based on time 
period, entry time and calculation start time priority. Since the VWAP is imported 
from a reference market and set as the transaction price for all executed orders, there 
exists no price priority by design. 

 

Entry 
Window

A

B

D

C

E

10:00 10:15 10:30 11:00 12:00 12:15

Auction Auction Auction

F

 

Fig. 4. Various partially or fully overlapping time periods specified within submitted orders. In 
order to provide examples for the matching rules, the depicted points in time and periods are used 
below. Additionally, for the examples it is assumed that a crossing auction at 10:00 takes place. 

At t1, orders are matched within a crossing auction. First, all orders with exactly 
matching time periods - i.e. t1 (start time) and t2 (end time, see figure 2) are identical - 
are matched. In the example in figure 4, this would affect orders marked as A, with 
specified intervals between 10:00 and 12:00 and the crossing would occur at 10:00 
(the corresponding time t1). Additional auctions would occur at the same time (10:00) 
for orders depicted as B in figure 4 (for the period of 10:00 – 10:30) as well as for 
orders depicted as F. Thus, the crossing auctions are triggered by the start time 
parameter of orders. To this point, the crossing is comparable to existing full day 
VWAP crossing systems except for the flexible time interval. Orders are matched 
based on time priority of order entry to reward users which have revealed their 
preferred time period to the market. 

Unexecuted orders as well as remaining quantities from partially executed orders 
marked for strict matching (order type) are deleted at the end of the auction. Whenever 
there exists unexecuted quantity enabled for partial period matches (start fix) and which 
is residual from the first auctions at 10:00, additional auctions including different time 
periods but same start times are triggered. As an example, orders or remaining quantity 
of orders marked A and B (F is not present for this example) would be included in an 
additional crossing auction. In order to enable investors to achieve an overall price as 
close to the VWAP as possible, remaining quantity of orders marked A in the example 
is not included in full within this additional auction. Instead, only a fraction of the 
unexecuted quantity reflecting the average volume traded in the shorter period (here B) 
in proportion of the average volume traded within the full period can be crossed. 
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Suppose the volume pattern between 10:00 – 12:00 is linear with time. Here, only one 
quarter (25%) of the remaining (not matched against other 10:00 – 12:00 orders) 
quantity of a 10:00 – 12:00 order would be included to match a 10:00 – 10:30 order. By 
this mechanism, the investor is left 75% of the remaining quantity to either work the 
order through agency execution or to submit an order with the remaining quantity for 
another period (10:30 – 12:00). By these mechanisms, the submitters of the A marked 
orders have shares left allowing to submit orders between 10:30 and 12:00 such that the 
VWAP  can be achieved. The investor is free to submit a carry forward end fix order 
into the crossing system within the entry time which would automatically perform 
forwarding and would keep time priority or to cancel the unexecuted quantity and 
submit additional orders into the crossing system for 10:30 – 12:00 (marked C in the 
example). To further detail the example above, suppose an investor has submitted an 
order for 200,000 shares with the interval 10:00 – 12:00 (A in the example). Suppose 
within the crossing auction for exact time intervals at 10:00, 100,000 shares are 
executed, leaving another 100,000 as remaining quantity. If the order is suitable for 
partial match and again assuming a linear volume pattern on the reference market, 
25,000 (a quarter of the remaining quantity) shares are included within the additional 
auction against orders marked as B (10:00 – 10:30). Assuming that these 25,000 shares 
are matched, the remaining 75,000 shares are either forwarded into a 10:30 – 12:00 
interval (carry forward end fix order) or canceled such that the investor can resubmit 
them on his own (giving up the time priority) or perform an agency execution. 

If there are several overlapping intervals with the same start time and unexecuted 
quantity (e.g. an additional interval 10:00 – 11:00, marked F) would exist, the adjusted 
remaining quantity traverses the available auctions sequentially, starting with the 
longest interval in order to maximize matched quantity. Because quantity is adjusted 
based on historical volume, the longer the period the more shares can be included. 
Based on the previous example (where 100,000 shares have been already matched), but 
including the additional interval F, 50,000 shares would be included within the auction 
for 10:00 – 11:00 (F). If they would be completely matched, no shares are left for the 
auction between 10:00 and 10:30 because of the historical volume pattern, as the 
investors need to execute the remaining 50,000 shares between 11:00 and 12:00 in order 
to match the VWAP. If, say, only 25,000 shares would be matched between 10:00 and 
11:00, then 12,500 shares can participate in the auction for the 10:00 – 10:30 interval.  

The quantities can be calculated by subtracting the quantity needed for uncovered 
periods first (100,000 remaining – 50,000 for 11:00 – 12:00), then subtracting 
matched quantity after every auction (50,000 – 25,000 matched between 10:00 – 
11:00) and calculating the fraction based on the historical volume pattern afterwards 
(25,000 left for 10:00 – 11:00 multiplied by 50% as the fraction of 10:00 – 10:30 in 
comparison to 10:00 – 11:00 based on the assumed linear volume pattern). 

Afterwards, remaining, unmatched quantity is handled as described above. In the 
example, carry forward end fix orders would be carried to C (auction at 10:30), carry 
forward period fix orders would be carried to D. 

Last possibility would be matching of intra periods, e.g. matching A and E orders 
against each other based on adjusting of quantity. However, E is involved regularly 
within the crossing auction at 10:30, where it can be matched against start fix and 
carry forward end fix orders (which itself can result from unexecuted quantity of A 
orders) and thus, matching A orders with E orders would reduce liquidity for the 
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10:30 crossing auction, where it has the possibility being executed in full against 
various orders. Thus, intra period matching is not available. 

The pseudo code for order handling at ta (marginally before t1) as well as the used 
data structures and functions (Table 1) can be seen below. 

Table 1. Data structures, parameters, functions and procedures 

Oi, EOj , UEO,  Sets of orders, EO for executed and UEO for unexecuted 
orders. A partial execution can be treated as a combination of 
an executed and an unexecuted order. The operations Oi \ EOj 
or UEO \ EOj will care of partial executions. 

αi , ωi Parameters containing the start (t1) and the end times (t2) of 
the VWAP calculation of the given order oi 

Pi є {0,1} Selection parameter, where 0 = strict and 1 = start fix order 
match{S} 
S  EO 

Function matching orders in the set S, returning executed 
orders EO. The outcome depends on the matching rule e.g. 
based on the submission time priority. Partial executions lead 
to an executed and an unexecuted order, oi  oie , oiu where 
volume(oi) = volume(oie) + volume(oiu).  

select{S, α, ω, P} Returns a subset of the given order set S, where the 
parameters α, ω, P of the included orders match the specified 
variables. Unused parameters are specified by a wildcard * 

adjust{S, a, w} Returns a set of adjusted orders with rescaled volume 
endtimes{S, α, w} Returns an ordered set (latest first) of all end times from 

orders with start time α and optional with end times before w 
(t < w) in the given set S. 

carryforward{S, α} Adjusts carry forward orders with originally earlier start 
times for auction at time α in set S, setting new start time and 
rewriting the volume (carry forward end fix) 

 
EOt := Ø, UEO := Ω  
(At the beginning, all orders are unexecuted) 
 

At ta (marginally before t1) 
 

 carryforward{UEO, t1}  
(Forward unexecuted ‘carry forward’ orders if 
existent from earlier auctions to the current 
auction) 
 

for t in endtimes{UEO, t1, *}:  
(Select all end times of orders with start 
time t1 , e.g. 10:00) 
 

 O1  := select{UEO, t1, t, *}   
(Select orders for auction with exactly 
corresponding time periods t1 - t, e.g. 
10:00 – 12:00) 
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EOt  := match{O1} 
 
UEO  := UEO \ EOt   
(New unexecuted order set, reduced by the set 
of executed orders) 
 

end for 
 
for t in endtimes{UEO, t1, *}: 
 (Select all remaining available endtimes) 
 
 O2  := select{UEO, t1, t, 1}  

(Select previously unexecuted or 
partially executed start fix orders, 
e.g. 10:00 – 12:00) 
 

for z in endtimes{UEO, t1, t}: 
(Select all endtimes before t, e.g. 
11:30 if t is 12:00) 
 

 O3 := adjust{O2, t1, z}  
(Orders originally designated for 
the longer period, e.g. 10:00 - 
12:00 need a volume adjustment) 
 

 O4 := select{UEO, t1, z, 1}  
(Select start fix orders for the 
shorter period, e.g. 10:00 – 
11:30) 
 

EOz  := match{O3 U O4} 
(Match both the adjusted orders 
and the orders for a shorter VWAP 
period) 

 
UEO := UEO \ EOz 
O2 := O2 \ EOz  

(Remove executed orders from all 
unexecuted and from our subset O2. 
The remainder of O2 will be 
further matched against shorter 
VWAP period orders, e.g. 10:00 – 
11:00) 

 
  end for 
 end for  
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3.5   Safeguarding  

The risk for the individual trader/investor concerning the forward crossing mechanisms 
results from the fact that an order is crossed before a respective price is determined. 
Because of this setup, investors cannot cancel their orders during unusual market 
conditions, e.g. periods of high volatility caused e.g. by ad-hoc news for a security. 
Agency VWAP orders that are executed by brokers have such a cancel option, but by 
design only for the remaining, unexecuted quantity. 

A crossing design has the potential to offer higher investor protection. In a full day 
VWAP cross, for example, late information disseminated to the market, which will 
lead e.g. to a higher opening price the next trading day, leaving one side of the 
executed investor with an unfavorable price. To overcome this risk, ITG offers 
safeguards for their after hour crossing sessions by monitoring late news and the 
possibility to cancel a crossing session. 

Although the probability of unfavorable news during a crossing session is higher 
for longer rather than shorter sessions, the impact of positive or negative news on a 
short-term VWAP might be even greater, leaving an investor with potential price risk 
and no possibility to react. For this reason, it is necessary to secure also short VWAP 
sessions with safeguard mechanisms to protect investors’ interests. As a consequence, 
a crossing session in a particular security is canceled and all orders returned to the 
investors unexecuted, if price jumps in the reference market exceed a certain limit 
upwards or downwards and thus the volatility in that security becomes too high.  That 
limit can be set as a percentage deviation from the reference market’s last price at the 
beginning of the crossing session and is not disclosed to the investors to avoid 
manipulation. For the same purpose the percentage should not be set too low as an 
investor might “cancel” an order submitted to a crossing session by inducing price 
movements in the reference market and thus stop the entire session otherwise. 

4   Conclusions 

In order to have their orders executed at the VWAP, investors can submit a VWAP 
agency order to a broker or make use of a fully electronic crossing facility. Existing 
VWAP crossing facilities are characterized by low costs, but also inflexibility and 
price risk as the full-day VWAP is applied for crossing sessions. The crossing 
systems of two providers, NYSE and Instinet, have been described. Based on the 
analysis above, a model with flexible VWAP sessions concerning start time, end time 
and time period appears necessary and in the investors’ interest. 

We proposed a conceptual market model for non-intermediated crossing sessions 
in a fully electronic environment, which provides anonymity and lifts the constraints 
of full-day VWAP by introducing the possibility of crossing investors’ orders at 
forward intraday VWAPs. This model is based on an order book of start and end 
times for the VWAP periods that are specified by the users of the system, i.e. 
institutional investors. Thereby it offers – like brokerage agency orders – the 
opportunity to execute at flexible VWAPs. Investors may specify their orders as 
“carry forward” to make unexecuted quantity from one crossing session participate in 
the next session and thus increase execution probability. Besides, orders can be 
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combined with restrictions like “all or none” or “minimum execution quantity”. 
Corresponding orders will be matched based on time period, entry time and 
calculation start time priority. For investor protection the trading model features 
safeguards which will cancel a session in case of heavy price movements induced by 
unusual circumstances. 

The next step in the project will be a systematic discussion of the model with 
potential users and – if positively evaluated – a development of a prototype of the 
proposed model that can be further analyzed e.g. by means of experiments. 
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Abstract. The MiFID is regarded as the core of EU financial market regulation. 
One of its quintessential features is the best execution of client orders. Best 
execution is virtually impossible to define; it is rather the definition of a suitable 
process for best execution compliance. To identify an appropriate approach, we 
analyze MiFID’s requirements and develop a best execution process model with 
emphasis on minimal requirements to ensure MiFID compliance without real-
time information. We also present an approach that extends the process model 
towards dynamic best execution.  

Keywords: MiFID, best execution, process model, smart order routing. 

1   Introduction 

The European Union’s “Markets in Financial Instruments Directive” (MiFID) is con-
sidered as the core of financial market legislation in recent years. It replaces the “In-
vestment Services Directive” (ISD) and will be effective on November 1st, 2007.  
MiFID requires that investment firms and market operators adapt to significant 
changes in the securities trading process. The most significant changes are caused by 
new requirements for best execution and market transparency. The legislation there-
fore adapts to recent developments in information and communication technologies 
that link market places with investment firms worldwide and enables customers to 
choose from a multitude of execution venues. 

Although the MiFID itself was adopted on April 30, 2004, many investment firms 
haven’t completely understood the requirements yet. Instead of taking the chance to 
differentiate themselves from their competitors with innovative processes and sys-
tems, investment firms regard the required changes as a regulatory burden or just 
another compliance issue.  

The central MiFID requirement to provide best execution is a strategic opportunity 
for investment firms to gain market share and attract retail order flow. The big 
question is what is understood by “best execution”. An explicit definition of best 
execution can’t be found in the MiFID, it is rather a high-level approach that shall 
give the investment firms a high flexibility for implementation. Furthermore, there is 
an abundance of legal documents at different levels of granularity making it even 
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more difficult for investment firms to capture and implement the required changes. In 
this paper we suggest a process model that fulfils these requirements and presents a 
customizable solution for investment firms.  

The contribution of this paper is twofold: First, we analyze the MiFID’s best exe-
cution requirements and discuss the criteria and factors relevant for investment firms 
and market operators. Second, we present a process model for best execution that is 
suited to fulfill the requirements identified in the first part of the paper. Moreover, we 
identify systematic misplacements of criteria in the legal text which require further 
interpretation. 

The paper is organized as follows: In section 2, we will give a short overview of 
the MiFID and identify the relevant documents and existing literature. Section 3 is 
concerned with the analysis of MiFID requirement and the design of the best execu-
tion process model. In section 4 we discuss the impacts of the proposed model. In 
particular, we highlight the differences between the static order routing model and a 
dynamic best execution model. Section 5 summarizes the findings. 

2   The Markets in Financial Instruments Directive 

2.1   Overview 

The cross-border integration of the European financial markets is one of the most 
important objectives of the European Union but it has been delayed due to insufficient 
or inconsequent legislation. The Markets in Financial Instruments Directive [1] is the 
core element of the European Union’s Financial Services Action Plan and includes 
comprehensive rules targeted at financial services as well as financial markets. These 
rules shall facilitate the integration of the European financial markets as well as foster 
investor protection. 

MiFID is targeted at investment firms and regulated markets (Article 1)1. MiFID 
also classifies trading venues into three explicit categories: regulated markets, multi-
lateral trading facilities (MTF), and systematic internalizers. A fourth category is 
implicitly defined in the directive, covering all trading venues which do not belong to 
one of the three first categories, e.g. for bilateral OTC transactions. These four catego-
ries of execution venues differ in several aspects, and the choice of the execution 
venue influences the execution quality to a high extent. We will discuss these differ-
ences in section 3.2 in detail. 

Two global goals shall be achieved by the MiFID: First, the development of an effi-
cient and integrated financial market shall be facilitated by the introduction of compre-
hensive rules for the initiation and execution of transactions in financial instruments. 
Second, investor protection shall be fostered by the introduction of rules governing the 
practices of investment firms. 

2.2   MiFID’s Best Execution Concept 

The best execution regulation can be regarded as the core element of legislation in-
tended to achieve investor protection as one of the two global goals of the directive. 

                                                           
1 References to articles refer to Articles in the Directive [1] unless indicated otherwise. 
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Article 21 concretizes the obligation for investment firms to “take all reasonable steps 
to obtain, when executing orders, the best possible result for their clients”. In accor-
dance with this obligation, investment firms are required to establish and implement 
an order execution policy which includes different trading venues and takes into ac-
count factors affecting the choice of the execution venue. The order execution policy 
is intended to select a trading venue that enables firms “to obtain on a consistent basis 
the best possible result for the execution of client orders”. 

It becomes obvious that MiFID’s best execution is intended to be a static concept, 
i.e. current market conditions do not have to be considered on an order-by-order basis. 
The analysis of past performance of trading venues suffices to make statements on the 
best result on a consistent basis. 

2.3   Related Literature 

Since the implementation of the MiFID followed a Lamfalussy process [2], there are 
different levels of legal documents: On the first level, there is the original MiFID text 
with the framework principles and guidelines defining the scope of the required im-
plementation measures. On level 2, there are two documents: the implementing regu-
lation [3] and the implementing directive [4] which both further specify the MiFID 
framework [5]. On a third level, consultation papers of the Committee of European 
Securities Regulators (CESR) include guidelines and valuable comments on the im-
plementation measures. All three types of documents have to be taken into considera-
tion when firms develop MiFID-compliant business processes. 

For the U.S. securities market where the term “best execution” has existed for dec-
ades, there is a stream of market microstructure literature discussing best execution 
requirements. Macey and O’Hara [6] examine several market practices that make best 
execution unwieldy and unworkable as a mandated duty. Hughes [7] discusses the 
fiduciary duty from a regulatory point of view. Schwartz and Wood [8] discuss best 
execution from different views and underscore the virtual impossibility of quantifying 
best execution.  

Regarding MiFID adoption in Europe, there are several studies about MiFID readi-
ness of European financial institutions. Fuller [9] conducted one of the first surveys 
on MiFID readiness of London based investment firms while Gomber and Gsell [10] 
did the same for German financial institutions. They conclude that the majority of the 
surveyed investment firms are still insufficiently prepared for the regulatory require-
ments MiFID imposes. 

3   Definition of a Best Execution Process Model 

The process model introduced in this section is designed to support investment firms 
in implementing an appropriate execution policy. In particular we examine the mini-
mal degree of differentiation which is consistent with the requirements regulated by 
law. Further emphasis is put upon the identification of an approach to select appropri-
ate execution venues consistent with regulatory decrees. The wording of the MiFID 
suggests a three-step approach.  
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Initially, investment firms have to decide which weight is being assigned to the 
relevant factors listed in Article 21(1). To this end, customer needs have to be ana-
lyzed with respect to their type and the nature of the order placed (Step 1, cp. section 
3.1). Secondly, existing and appropriate trading venues are to be evaluated. A trading 
venue turns into an execution venue as soon as it is included into a firm's execution 
policy (Step 2, cp. section 3.2). The third step comprises a procedure which matches 
the weighted aspects with the selected execution venues. Utilizing the outputs of the 
first two steps, this execution strategy finally determines which execution venue is 
able to obtain the best possible result (cp. section 3.3). 

3.1   Determination of Relevant Factors and Their Weight 

Best Execution Factors. Condition precedent to formulate a process model is to 
describe the factors referred to in Article 21(1): price, costs, speed, likelihood of exe-
cution and settlement, size, nature or any other consideration relevant to the execution 
of the order, hereafter best execution factors. 

Since liquidity and transaction costs are considered to be major indicators of mar-
ket quality, we define the factors in reference to Harris’ liquidity dimensions [11]. 
Furthermore, we concentrate on a disjunctive differentiation of the factors. 

Prices of financial instruments consist of bid and ask. By considering the spread 
(breadth) as a benchmark, the factor price reflects one major part of implicit transac-
tion costs. 

The factor costs comprises explicit costs which can be divided into external and in-
ternal costs. External direct costs are composed of taxes and fees which accrue for 
accessing venues and completing transactions there (e.g. commissions). Internal costs 
have to be considered whenever a firm’s execution policy allows for more than one 
execution venue [12]. In this case investment firms have to incorporate their own 
commissions into the execution policy. 

Speed denotes the time period between placing an executable order and the actual 
execution by the venue. If an order is not immediately executable, speed refers to the 
time elapsed between the moment the order is theoretically executable and the actual 
execution. Therefore, the factor speed is related to the liquidity dimension immediacy. 
Furthermore, opportunity costs are being implicitly considered. Speed deficits in-
crease the risk of indicated conditions being already obsolete when an order is actu-
ally executed. 

Likelihood of execution and settlement addresses the risk of an order not being 
executed at the indicated price. The more liquid a venue, the more likely an order is 
executed. Thus, this factor is mainly affected by the depth of the order books.  

The factor size is confusing since it seems to describe a feature of the customer’s 
order instead of the venue’s quality. Therefore, size must be interpreted as the ability 
of a venue to execute orders without affecting the price (“market impact”).The market 
impact is often responsible for the bulk of transaction costs if orders are large. 

The factor nature of an order has to be interpreted as well. Its wording is equally 
misleading since it circumscribes characteristics of the order. In contrast to size, there 
is no reasonable interpretation. The nature of an order is part of the order itself.  
Evaluating a venue by means of an order’s nature is not possible so that this factor 
takes an exceptional position as an exclusion criterion.  
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Any other consideration relevant to the execution of the order allows investment 
firms to define further criteria if they have an impact on best execution (e.g. security 
features like market supervision or safety measures). 

 

Best Execution Criteria. In the next step, investment firms have to weigh the afore-
mentioned aspects according to their relevance. We examine the degree of detail the 
best execution criteria must hold below. 

Characteristics of the clients are being explicitly defined; the differentiation be-
tween retail clients and professional clients complies with MiFID’s requirements.  

Characteristics of the client orders include any characteristics of an order that de-
termine its execution. Article 21(6) explicitly mentions size and type of order. Type of 
order refers to the status as a limit order, market order, or other specific type of order. 
For size evaluation purposes we suggest to introduce intervals whose size each in-
vestment firm has to individually settle according to their service and customer port-
folio. Some evidence can be found in Article 26 of the implementing regulation [3] 
where the retail order size is limited to 7.500€€ . According a firm’s customer topology, 
two intervals I1[0;7.500€€ ) and I2[7.500€€ ;∞) might sufficiently reflect customer needs.  

The characteristics of financial instruments are probably the most important. In 
order to handle complexity, investment firms should define product groups within 
classes of instruments that aggregate financial instruments with similar or identical 
features. 

The characteristics of the execution venues appear to be a foreign object compared 
to the other criteria. This criterion has been put at an unfortunate and misleading posi-
tion, since it actually is the task of an execution policy to identify the best possible 
venues using the weighted factors relevant to best execution. The weighting deter-
mines the execution venue; consequentially a venue simply cannot be a best execution 
criterion. Thus, the legislators’ intention must be interpreted. We suppose that the 
characteristics of an execution venue circumscribe the matching of the weighted fac-
tors (step 1) and the evaluated venues (step 2). 
 

Weighting of the Best Execution Factors. Fig. 1 gives an overview of the best exe-
cution factors and weighting criteria that have to be included in the execution policy.  

The characteristics of the execution venues will be considered in the third step of 
the process model. The nature of an order as a best execution factor is an exclusion 
criterion and must be reflected whenever concrete client orders are being executed 
(cp. section 3.4).  

In fact, the best execution factors have a different importance, e.g. in respect to dif-
ferent order sizes. As an example, let’s consider the factor size which reflects the 
market impact. The execution of client orders being larger than the size allocated to 
an indicated quote at a specific venue accounts for a deterioration of the achieved 
average execution price. Thus, the market impact can account for the largest propor-
tion of transaction costs when it comes to the execution of large-volume orders [13]. 

Each investment firm is obliged to keep appropriate weightings for all hypothetical 
shapes of client orders. To this end, possible client orders should be classified into 
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order groups using the best execution criteria. Subsequently, a specific weighting 
vector hw

r  for each order group h can be configured dependent on the applicable cus-
tomer needs.  
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Fig. 1. Relevant best execution factors and criteria 

In the course of this procedure some combinations are likely to get identical or 
very similar weighting vectors. Inter-product group consolidation of these combina-
tions into order clusters would in fact make the weighting of the execution factors 
more compact. However, the allocation of execution venues would turn much more 
opaque since venues have to be tested for their best execution potential regarding 
individual product groups2. For the sake of clarity, we refrain from further clustering 
of order groups although clustering within product groups would not cause any issues.  

Table 1. Example of weighting best execution factors 

 Characteristics of the client 
Best execution factor Retail client (A) Professional client (B) 
Price (w1) 0.4 0.3 
Costs (w2) 0.4 0.3 
Speed (w3) 0.1 0.2 
Likelihood (w4) 0 0.1 
Size (w5) 0 0 
Other considerations (w6) 0.1 0.1 

To visualize a specific weighting vector, we have to hold all criteria constant ex-
cept for one. The following matrix shows an exemplary weighting, considering the 
product group limit orders in liquid domestic shares up to a transaction volume of 
7.500 €€ . We differentiate retail and professional clients (Table 1). This example does 
not claim to be accurate. We do not propose a universally valid methodology to 

                                                           
2 It is unrealistic to assign the same performance to a trading venue for different product groups. 
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specify the weights since the correct weighting shall not exist anyway since every 
investment firm has its own peculiarities. 

For both column (A) and column (B), a separate order group h with weighting vec-
tor ),,,( 21 n

hhhh wwww K
r

=  should be created. 

3.2   Selection of Execution Venues 

The choice of execution venues is established by Article 21(3) and “shall at least 
include those venues that enable the investment firm to obtain on a consistent basis 
the best possible result for the execution of client orders” [1]. It is a crucial determi-
nant of the best execution factors and thus the quality of the execution.  

An example may clarify the importance of execution venue choice to retail inves-
tors3: Retail investors’ orders can be routed to electronic exchanges (e.g. Deutsche 
Börse Xetra), to regional exchanges with intermediaries or specialists providing addi-
tional services such as liquidity provision (e.g. Stuttgart Stock Exchange), or to an over-
the-counter execution venue. The factor price which includes the implicit transaction 
costs such as the spread may differ across the venues: While the spread in electronic 
trading systems can potentially be very high, intermediated exchanges guarantee a cer-
tain maximum spread to lower implicit transaction costs. At the Stuttgart Stock Ex-
change, intermediaries offer prices with a spread of zero for the DAX 30 stocks. The 
factor cost varies for the different venues, with the OTC execution venue having the 
lowest explicit transaction costs whereas the regulated markets such as Xetra and Stutt-
gart are more expensive in terms of explicit transaction costs. The speed of a market 
order execution also differs between the venues: Xetra may provide the fastest order 
execution whereas the execution at the Stuttgart Stock Exchange may take several sec-
onds because of the intermediaries’ additional services. The likelihood of order execu-
tion may be very different from one venue to the other depending on whether a limit 
order book, a market maker system or a hybrid market model is used. Xetra uses a limit 
order book combined with designated sponsors to guarantee a certain liquidity whereas 
the Stuttgart Stock Exchange uses a limit order book with a best-price principle that 
guarantees that orders will be executed as least as good as in the reference markets. 

Therefore, investment firms do not have to include each and every venue, they 
have to consider venues that are generally able to provide best execution over a cer-
tain time spread, not relative to each individual transaction. The second statutory 
standard is the linkage of execution venues to classes of financial instruments. If we 
assume that classes of financial instruments are considered to be a generic term for 
features of financial instruments, it is in fact possible to structure financial instru-
ments into classes and subsequently refine these classes into product groups. In terms 
of the actual selection of venues we suggest a twofold approach. First, investment 
firms should cover venues that are basically worth to be considered. Second, firms 
should apply a comprehensible evaluation system which separates high-potential 
venues from negligible venues.   

                                                           
3 Although the example execution venues are taken from Germany, the example could be ex-

tended to include international trading venues as well. 
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Evaluation of Venues. According to Article 21(3), venues have to be evaluated in 
respect to the best execution factors. Consideration within the same product group is 
essential whereas the size of the order should not be reflected in the assessment since 
it is already accounted for in the best execution factor size. Evaluation of trading ven-
ues requires data about their execution quality. Availability as well as comparability 
of such data matter. MiFID’s pre-trade transparency provisions ensure the disclosure 
of data referring to completed transactions. Disclosure in a standardized format is not 
prescribed [4] so that investment firms have to condense this data themselves or buy it 
from third party vendors. After identifying sound data4, service offerings and per-
formance indicators have to be linked to customer needs. To handle this as transparent 
and verifiable as possible, we introduce a simple rating system. 
 
Rating System. MiFID does not only require investment firms to list all high-
potential trading venues in their execution policies, it also requires them to justify the 
choice of venues. From our point of view, only mathematical approaches are capable 
of meeting this requirement by formally motivating the firms’ decision. The concept 
of the rating is to sort the pre-selected trading venues by their performance indicators 
for each best execution factor5.  Generally there are two kinds of measurement appli-
cable for the rating: ordinal or cardinal measurement. 

 
Ordinal Measurement. Ordinal scales sort venues without quantitatively measuring 
differences in quality. Let’s assume that (with reference to the product group at hand) 
there are m venues available. Using the quality data, we can sort the venues for each 
best execution factor in ascending order, assigning the highest score f (m,r) to the 
venue with the highest rank r. Thus, a specific score f (m,r) refers to the best execu-
tion potential of a trading venue regarding a specific product group and a specific best 
execution factor (see Table 2). Dependent on m and r, we assign a score to each trad-
ing venue for each best execution factor referring to a specific product group: 

m

rm
rmf

1
),(

+−=  (1) 

The formula is being normalized to the interval I(0;1]. It is based on the assumption 
that a ranking is continued at rank (r + l) after  equally ranked venues at rank r. This 
is consistent with the nature of ordinal rankings and ensures comparability between 
aspects with equally ranked venues and aspects with unique rankings. If venues ex-
hibit very similar but not identical quality data, it is often reasonable to assign the 
same rank since minimal variations might not justify different ranks. Importantly, the 
applied mechanism must be discretionary and documented. 

Table 2 shows an example for m = 4 trading venues. Let a1, …, a6 denote the best 
execution factors in the following sequence: Price, costs, speed, likelihood of execu-
tion and settlement, size, and other consideration.  
                                                           
4 We will not elaborate on suitable data quality. Possible key performance indicators may be 

historical data on spread, reaction time, and the structure of rates and charges.  
5 If there is more than one performance indicator for a best execution factor, these indicators 

must again be (internally) weighted in order to determine their relative importance. 
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Table 2. Ordinal rating of trading venues 

Factor a1 a2 a3 a4 a5 a6 

Trading venue α with respect to product group  
Rank r 1 2 2 2 3 1 
Score f (m,r) 1.0 0.75 0.75 0.75 0.5 1.0 
Trading venue β with respect to product group  
Rank r 4 4 1 3 3 1 
Score f (m,r) 0.25 0.25 1.0 0.5 0.5 1.0 
Trading venue γ with respect to product group  
Rank r 3 1 2 4 1 1 
Score f (m,r) 0.5 1.0 0.75 0.25 1.0 1.0 
Trading venue δ with respect to product group  
Rank r 1 3 2 1 2 4 
Score f (m,r) 1.0 0.5 0.75 1.0 0.75 0.25 

Ordinal scales only allow for qualitative comparisons such as “q positions better or 
worse” or “equal”. A trading venue that yields a much better quality than all subse-
quent venues in respect to a specific factor would be discriminated against. A further 
disadvantage may arise from a later addition or removal of venues since such actions 
require readjustment to the new conditions. 

Cardinal Measurement. Use of cardinal measurement allows for exact quantification 
of quality differences. Thus, the actual quality of trading venues can be defined more 
accurately. Cardinal measurement requires an adequate score interval which is valid 
for all best execution factors. A feasible solution might be a normalized score interval 
S(0;1] with fixed increments. Based on this interval, actual quality features have to be 
mapped to an appropriate score which introduces a high level of complexity into the 
rating process. On the other hand, a cardinal scale minimizes ongoing correction ef-
forts since the addition or removal of execution venues will only trigger a change if 
this venue outperforms other venues in one or several factors. Table 3 maps the ex-
ample from above to a cardinal system, using S(0;1] as the score interval and incre-
ments of 0.05 (just considering trading venue α). Concretely, the scores depend on the 
mapping that has previously been undertaken. 

Table 3. Cardinal rating of trading venues 

Factor a1 a2 a3 a4 a5 a6 

Trading venue α with respect to product group  
Score 0.85 0.7 0.75 0.7 0.45 0.95 

Choice of Execution Venue. After rating the trading venues, either all of the venues 
or the most attractive ones can be adopted according to the execution policy. The 
trading venues that become part of the execution policy are called execution venues. 

3.3   Matching of Weighted Best Execution Factors and Execution Venues 

In the third step of the process model we consolidate the weighted best execution 
factors and order groups (step 1) and the evaluation, rating, and selection of venues 
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(step 2). Thus, an order group specific value is assigned to each execution venue so 
that investment firms can predefine a static sequence of venues for every order group. 
We denote the best possible execution venue as “default execution venue”.  

First, for every order group investment firms have to determine the associated 
product group since the weighting vectors hw

r  are being set in respect to order groups 

while the execution venues are rated according to product groups. Therewith, execu-
tion venues and their factor-  and product-wise rating for every order group can be 
predefined for each order group by means of a firm-specific  “best execution value” 
(BEV). The BEV determines the sequence execution venues are being accessed.  
Defining more than one execution venue per order group ensures MiFID conformity 
and capacity to act if the default execution venue must be overridden due to partial 
customer instructions or features that are not supported (see Fig. 2). 
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Fig. 2. Ex-ante allocation of execution venues 

Let h denote the order group at hand. Let ),,( 1 n
hhh www K

r
=  denote the weighting vec-

tor assigned to h where i
hw  is the weighting coefficient for best execution factor i. The 

indices shall be interpreted as in Table 1. i
kjx ,  shall denominate the rating for venue j 

by means of best execution factor i and product group k. There are j=1 … m execution 
venues that are allocated to k. Calculation of best execution value h

jV  for venue j 

results from following equation: 
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The default execution venue h
axmj  for h is the venue having scored best: 
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The following example clarifies the above-defined approach. Let’s assume that an 
investment firm has conducted step 1 and step 2 for a retail customer order group A 
and applies the ordinal measurement to rate venues. The calculation of the BEV is 
made according to equation (3). 
 875.00.11.05.0075.0075.01.075.04.00.14.0 =⋅+⋅+⋅+⋅+⋅+⋅=AVα   (4) 

Analogously, we get ,4.0=AVβ  775.0=AVγ  and 7.0=AVδ  Execution venue α is the 

default execution venue since .AAAA VVVV βδγα >>>  
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Fig. 3. Process model for executing client orders 

3.4   Example for the Execution of a Specific Client Order 

After the customer has agreed to the execution policy an investment firm is obliged to 
handle his or her orders according to that execution policy. First, there should be a 
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differentiation between orders fully bound to instructions and orders partly or non-
bound to instructions. Orders containing explicit instructions can be executed outside 
of best execution at the venue the customer desires. Second, the order has to be 
checked for its client characteristics (e.g. via customer ID) to identify orders which 
best execution does not apply for. Retail and professional client orders have to be 
processed according to the execution policy. Along with the type of instrument and 
the order size, the order can be classified into one of the predetermined order groups. 

By identifying the applicable order group h on the basis of a systematic procession 
of the weighting criteria, the ex-ante determined sequence of execution venues is 
known. Subsequently, any part of the client instruction that impairs standard execu-
tion can be considered. E.g. explicit exclusion of OTC venues actually disqualifies 
non-regulated marketplaces which are allocated to the order group at hand. Eventu-
ally, before finally executing the order, both features of partly bound and non-bound 
orders ought to be compared to the service offerings of the applicable execution ven-
ues. If the default execution venue does not support the desired features, a renewed 
verification of the subsequent execution venues is carried out in descendent order 
until either a suitable execution venue has been identified or all venues have been 
checked without a match. These subroutines equal an evaluation of the best execution 
factor “nature” that has earlier been identified as exclusion criterion (see section 3.1 
and Fig. 1). Records of all orders that have been processed through the execution 
policy have to be saved for verification purposes. Fig. 3 exemplarily illustrates the 
client order handling. 

4   Discussion and Outlook 

4.1   Discussion of a Minimal Approach to Comply with MiFID’s Best Execution 

With MiFID’s best execution, the European Commission de jure abolishes any con-
centration rules6 by explicitly stating that regulated markets and OTC-markets must 
be considered in a firm’s execution policy if capable of providing best execution. 
However, we might expose this new equality to be of theoretical nature, since de facto 
continuously liquid market places with high trading volumes profit from static best 
execution [14]. Temporarily available best conditions offered by alternative market-
places do not suffice to attract order flow, which will continue to accrue towards es-
tablished trading venues. These are mostly regulated markets. 

From a client point of view, best execution will noticeably increase investor pro-
tection. Due to the disclosure of investment firms’ execution policies investors will be 
able to compare investment firms and their interpretations of best execution and 
choose the service provider whose execution policy is aligned best with own invest-
ment objectives. This increase in transparency will diminish information asymmetries 
existing between investment firms and clients by default. 

However, additional value for clients and the capital market as a whole could be cre-
ated by implementing best execution on an order-by-order basis incorporating current 
market data. Thus, best execution would turn from an organizational obligation to 
                                                           
6 MiFID’s predecessor ISD did not prohibit national transpositions that oblige investment firms 

to route client orders to regulated markets. 
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provide a suitable process to an advanced procedure that significantly converges to true 
best execution. Nevertheless, we assume that the industry will initially focus on imple-
mentations with low differentiation and static venue allocation. Therefore, the best exe-
cution process model presented in section 3 is supposed to suit a large proportion of 
investment firms.   

4.2   Towards Best Execution Order-by-Order as Optional Strategy 

As outlined in the previous section, we suppose that investment firms implement the 
minimal requirements of best execution. There are basically two reasons for this de-
velopment: On the one hand, implementation time is very tight so that firms turn their 
attention to on-time MiFID-compliance rather than to sophisticated order-by-order 
best execution engines. On the other hand, implementing best execution order-by-
order, i.e. enabling a dynamic routing decision for each individual client order, will 
involve vast investment costs [14]. Yet these investment needs might be higher than 
the marginal utility generated by such new features. However, after the introduction 
of MiFID and a first consolidation phase it is in fact possible that investment firms 
enhance the standards of their execution policies towards dynamic best execution. 

The main idea of best execution order-by-order is a process that guarantees best 
execution for each individual client order by considering current market conditions. 
The fundamental difference to the process model introduced in section 3 is to be 
found in step 3: the matching of weighted best execution factors and selected execu-
tion venues. Order-by-order routing provides real-time-based routing without ex-ante 
sequenced venues while the consolidation into order groups is still a valid concept. 
Dynamic routing decisions are supported by innovative concepts such as smart order 
routing (SOR). SOR algorithms seek optimal conditions at the time an order is placed 
to ensure the best possible execution. The definition of “best possible” results from 
the weighting of the client order at hand. 

Fundamental prerequisite for real-time scanning of market conditions is a direct 
connection to execution venues via real-time protocols for the electronic communica-
tion of trade-related messages such as the FIX (Financial Information eXchange) 
protocol [15]. Market data disclosure is facilitated by MiFID’s pre-trade transparency 
rule. The connection of trading venues using real-time protocols creates a virtual 
network of liquidity pools which enables investment firms to make centralized routing 
decisions in a decentralized environment.  

However, not all best execution factors are being affected by real-time decisions so that 
the routing decision still requires a rating of execution venues. The factors price, size and 
likelihood of execution can be acquired using real-time data. Explicit costs, speed and 
other considerations like security mechanisms are real-time-invariant, therefore require ex-
ante evaluation. This multi-attributive approach complicates the routing algorithm. 

In the course of routing an order, real-time data meets real-time-invariant data7. 
This heterogeneous information has to be converted into a standardized format to 
ensure consistent routing decisions. Fig. 4 recapitulates the requirements and influ-
encing factors of dynamic best execution.  
                                                           
7 Thus, a static approach as presented in chapter 3 will not be obsolete once an investment firm 

implements order-by-order best execution since the real-time-invariant aspects still need to be 
evaluated ex-ante. 



28 T. Conte and M. Burghardt 

Execution
venues

Weighting of 
the best

execution
factors

Selection of
execution
venues for 

each
product group

Rating of
execution
venues

Weighting vector
per order group

Rating for
real-time-
invariant
factors

Smart order 
routing

Execution
venues
per order

group

Real-
time
data

reflects
current
market

conditions

FIX

Dynamic
routing decision

Execution at 
the „currently 
best terms“

FIX

Configurates 
parameters that
constitute 
best conditions

Virtual network
of liquidity pools

Pre-trade
message
exchange

Client order

 

Fig. 4. Best Execution Order-by-Order (SOR) 

The bottom line is that MIFID-compliant SOR algorithms must provide more func-
tionality than “ordinary” SOR algorithms fulfilling the requirements of the U.S. National 
Market System. However, some investment firms perceive implementing order-by-order 
algorithms as an opportunity to differentiate themselves from competitors opting for 
static best execution. Although changing over to order-by-order mechanisms might be 
quite cost-intensive, it could turn out to be an investment for the future. It may very well 
be the case that third party best execution providers sell the service “best execution order-
by-order” to smaller investment firms that do not have the capacity or infrastructure to 
handle dynamic best execution themselves. Such outsourcing suppliers in turn might be 
able to offer dynamic best execution comparatively moderate priced exploiting econo-
mies of scale due to their high trading volumes. 

4.3   MiFID’s Best Execution vs. SEC’s Reg NMS 

The best execution regime imposed by U.S. Securities and Exchange Commission 
(SEC) is a twofold approach, comprising both static and dynamic elements. On the 
one hand, brokers are subject to a fiduciary obligation to provide best execution 
which is similar to the concept pursued by the MiFID. The big difference is its legis-
lation: U.S. best execution is common law only. Principles like multiple factors af-
fecting best execution or the static nature of the process have been highlighted, yet 
overall obligations for investment firms remain vague due to inconsistent and unoffi-
cial statements. 

On the other hand, SEC implemented a second (regulatory) principle to ensure best 
execution on top of the common law fiduciary obligation. This National Market Sys-
tem (NMS) is a centralized system which provides a National Best Bid and Offer 
(NBBO) that is displayed on a pre-trade basis for exchange-traded securities. One of 
the basic features of NMS is the trade through rule which obliges trading venues to 
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route client orders to the venue quoting the NBBO. Thus, there is only one factor that 
constitutes best execution in NMS – the price.  

With Regulation NMS (Reg NMS) [16], the SEC updates the aforesaid trade 
through rule, henceforth called order protection rule (Rule 611). Venues are being 
categorized in slow markets and fast markets according to their mechanism of price 
determination. Rule 611 continues to protect fast markets against trade-throughs while 
quotations with manual interference (provided by slow markets) are no longer pro-
tected. I.e. client orders may be executed at a fast market even though the NBBO is 
set by a slow market. Thus, speed becomes an additional factor for the choice of 
venue. 

Although MiFID’s best execution and Reg NMS may have similar objectives, they 
are based on quite different concepts. While MiFID addresses investment firms, Reg 
NMS externalizes the duty to provide best execution to trading venues. An order protec-
tion or trade through rule is a concept that is not known in European legislation - multi-
lateral trading venues are not involved in best execution provisions. By establishing a 
virtual national market, Reg NMS is based on centralization whereas MIFID’s best 
execution is built on individual and decentralized execution policies provided by each 
investment firm. These execution policies incorporate multiple parameters that impact 
the routing decision. MiFID explicitly rejects a clearly defined benchmark as a safe 
harbor. By contrast, Rule 611 solely takes account of the factors price and speed, the 
former being benchmarked by the NBBO. However, neglecting other factors such as 
price effect robustness or explicit costs is a major simplification which might not be 
sufficient to effectively increase investor protection. Lastly, MiFID opts for a process 
which is fitted to static best execution, whereas Reg NMS requires dynamic best execu-
tion order-by-order. 

If dynamic best execution takes hold of the MiFID, European and U.S. best execu-
tion will in fact converge, still being fundamentally different with regards to address-
ees and the multi-attributive routing decision putting state-of-the-art SOR-algorithms 
to the test. 

5   Conclusions 

Best execution is often referred to as MiFID’s central element and the catalyst to 
reach the global goals of the regulation. Macey and O'Hara [6] raised the question 
whether best execution is a definable goal or a shapeless concept akin to market effi-
ciency. The obligation to execute orders most favorably for the client lies between 
these extremes. 

MiFID's best execution can surely not be defined explicitly. It has a different 
meaning dependent on different client needs. The best execution does not exist; char-
acteristics are much too heterogeneous to be satisfied by a one-size-fits-all definition. 
Therefore, the framework delivered by the EU does not contain an explicit definition 
of best execution, yet it requires the definition of a process that is capable of provid-
ing a verifiable and repeatable best execution. Our process model introduced in sec-
tion 3 represents such a procedure.  

Step 1 of the process model deals with weighting the best execution factors. Accord-
ing to the weighting criteria, client orders are classified into order groups. Differentiation 
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between types of financial instruments is done via product groups. Step 2 uses a score-
based ranking to mathematically justify a firm's selection of execution venues. Step 3 
merges the first two steps such that a product group specific best execution value is as-
signed to each execution venue. This allocation can be done ex ante before executing any 
specific client orders. 

In chapter 4 we discussed advantages and disadvantages of the proposed static best 
execution process model and gave an idea of the development of dynamic models that 
incorporate real-time data. We find that upgrading the best execution policy to sup-
port dynamic best execution order-by-order holds differentiation potential which 
raises new questions on the MiFID implementation measures since they are obviously 
designed to support static best execution models. 

Hence, best execution will remain a hot topic after the implementation deadline in 
November 2007. Further research should be directed to develop real-time based best 
execution methods and innovative business models for financial service providers 
offering best execution services. 
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Abstract. Investing in existing customers is widely accepted as a promising 
strategy because it is believed to be less costly than attracting new ones. Recent 
research by Reinartz et al. [38] provides indications, however, that it could also 
be profitable to simultaneously focus on a customer segment being more 
transaction-oriented. In this contribution – using the example of an e-tailer – we 
specifically look at the question regarding the optimal mix of different customer 
segments within a customer portfolio. Portfolio Selection Theory is applied to 
develop a model to determine the optimal proportion of the different customer 
types from a value-based risk management perspective. A first evaluation is 
realized with a publicly accessible set of empirical data from the e-tailer 
CDNow. The results of the model provide a basis for the alignment of future 
CRM-activities. 

Keywords: Customer Portfolio Management, Risk Management, E-Commerce, 
Portfolio Selection Theory, eCRM, integrated Risk-Return Management. 

1   Introduction 

In competitive economies, the main goal of every company is to maximize shareholder 
value [30]. Many authors, e.g. [20], [23], [35] argue that the basis of a company’s 
profitability is its customers. Hence, an increase in shareholder value firstly requires an 
increase in customer value and a building of strong customer relationships as a means of 
gaining competitive advantage as proposed, e.g., by [40]. This insight has led to some 
fundamental changes in marketing theory as well as in practice towards a customer-
centric view and the emergence of Customer Relationship Management (CRM). CRM 
centers on the valuation, selection, acquisition, retention, and development of durable 
customer relationships with the objective of allocating limited resources in order to 
maximize the value of a company.  

The empirical findings regarding acquisition and retention strategies are mixed. A 
rule of thumb in marketing says that maintaining an existing customer relationship is 



 Transferring Portfolio Selection Theory to Customer Portfolio Management 33 

far less expensive than acquiring a new one [2]. There are quite a number of 
contributions that suggest focusing on existing customers, assuming a positive 
lifetime-profitability relationship [33], [36], [37], [49]. However, Dowling et al. [12] 
question such a lifetime-profitability relationship by analyzing customer loyalty 
programs and have suggested a different examination. Garbarino et al. [17] as well as 
Ganesan [16] have shown that a differentiated treatment of transaction-oriented 
(short-term) and relationship-oriented (long-term) customers with appropriate 
marketing tools is advisable. Reinartz et al. [38] find strong evidence that transaction-
oriented customers may be a very profitable segment, which should not be excluded 
from strategic considerations. Still the question remains about the optimal mix of 
these segments within a customer portfolio. 

In this contribution, we suggest a model that helps in determining the optimal 
configuration of a customer portfolio of transaction- and relationship-oriented 
customers. The model is based on Portfolio Selection Theory according to [31] and 
particularly exploitable for e-tailers due to the potentials of the Internet for adequate 
relationship management [48]. Basically, the Internet as a communication channel 
enables e-tailers to vary the interaction according to the preferences of their 
customers. Results of a current online survey among German corporations indicate 
that most companies (76%) already rely on CRM software to support their CRM 
activities – and another 9% plan to do so by the end of 2008 [44]. However, the use of 
CRM software for controlling the overall customer portfolio according to 
superordinated quantitative goals like, e.g., risk management has been devoted little 
attention so far. 

The paper is organized as follows. The next section provides an overview of recent 
research in customer relationship management with respect to quantitative customer 
portfolio management. Subsequently, we present our customer portfolio model and 
apply it to a publicly accessible data set of the online retailer CDNow. After a brief 
discussion, the basic, static model is expanded to get a dynamic view. Finally, the 
results of the paper are summarized and directions of further research are discussed. 

2   Customer Relationship Management and Portfolio Theory 

One basic condition for efficiently managing customer relations is the ability to 
estimate a customer’s value for a company. A customer valuation concept, compatible 
with the principle of shareholder value that has gained broad attention in marketing 
literature and CRM research, is the Customer Lifetime Value (CLV). However, 
whereas marketing literature discusses the concept of CLV in detail, it still lacks 
practicability, since the estimation of future profitability is uncertain [50]. Thus, in a 
non-contractual relationship between a company and customers, which is particularly 
true of e-tailers selling, e.g., books or CDs on the Internet, the assumption of a 
deterministic world, where future cash flows are known with certainty, seems to be 
fairly unrealistic [28]. The consideration of risk, i.e. the deviation of cash flows from 
their expected value, is therefore crucial for a risk-averse decision maker. 

Traditional customer valuation concepts concentrate on assessing individual 
customers [24]. However, it is not enough to evaluate customers one by one and 
consequently decide on acquisition and retention strategies. Not just the risk within a 
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single customer relation, but the risk contribution of each customer to the customer 
portfolio should be taken into account in a customer portfolio valuation. For reasons 
of simplification and the ability to better predict individual customer behavior, as well 
as strategic target group considerations, customers are often grouped into segments. 
These segments should be formed by trying to group together customers exhibiting 
similar buying behavior [51]. E.g. students that always buy a lot of books at the 
beginning of each term could form one segment,. Consequently, these segments can 
be addressed by specific marketing campaigns. Based on an appropriate segmen-
tation, portfolio effects in terms of risk diversification – just like in a portfolio of 
financial assets – can be assumed and should be taken into account [11]. Interestingly, 
there are only a few contributions on this issue. 

Incorporating risk and at the same time a portfolio view into customer valuation, 
some authors propose the usage of the weighted average cost of capital (WACC) of a 
company – based on the capital asset pricing model (CAPM) – as minimum rate of 
return [11], [20], [30], [25], [23], [28], [41], [42]. It is argued that the security market 
line may be used to adjust the specific WACC of any risky investment alternative and 
thus the beta value of a customer (segment) reflects the systematic business risk of the 
segment and the systematic financial risk of the company itself [30]. Consequently, the 
net present value (NPV) of the customer segment is given by the expected cash flows, 
discounted with the segment-specific risk-adjusted WACC. However, CAPM just takes 
systematic risks into account, whereas it is assumed that unsystematic risk can be 
neglected due to perfect diversification. Moreover, defining a market portfolio with 
respect to customers is quite a challenging task. Ryals [42] as well as Dhar et al. [11] 
define the “market portfolio” in the CRM context as the company’s current customer 
base. In our view, this is not adequate if the company is following a growth strategy. 
This will most likely result in changing segments weights and the overall structure or 
the customer portfolio over time. Another shortcoming of the CAPM is the assumption 
of homogeneous expectations of all investors. This assumption is crucial for the 
existence of the market portfolio and the equilibrium on capital markets [8]. 

To take the risk of future cash flows as well as the customer portfolio into account, 
other authors, e.g. [3], suggest applying Portfolio Selection Theory according to [31]. 
The transformation of financial theory to other disciplines is not new though. Cardozo 
et al. [5], in comparison, suggest applying Markowitz’s theory in product portfolio 
decisions. Although applying Markowitz’s theory in a non-financial context also 
brings some shortcomings – which have led to an interesting discussion, see [6], [9] –, 
it nevertheless seems well-suited for providing reasons for customer portfolio 
decisions for the problem in question. This is discussed and argued in further detail in 
the next section. 

3   A Model for Analyzing Customer Portfolios from an Integrated 
Risk-Return Perspective 

“Customers as Assets” is the title of an often cited contribution by Gupta and Lehmann 
[19] – and this is exactly the viewpoint that is taken in the approach proposed below. 
Furthermore, it has been widely acknowledged in literature (e.g. [23], [43]) that 
customer relationships indeed share characteristics with other business assets: They 
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generate a risky cash flow. Thus, just like financial assets, they provide for an expected 
return, measured, e.g., as a CLV. Some of them provide a larger CLV but their cash 
flows may be unsteady and therefore more risky, whereas the CLV of others may be 
smaller but more stable [159]. However, there are also some major differences between 
customers and financial assets. This limits the transferability of Portfolio Selection 
Theory to customer relationships and is therefore discussed in the following section. 

3.1   Transferability of Portfolio Selection Theory to Customer Relationships 

The basic condition that an investment generates some kind of return which is 
uncertain is fulfilled for financial assets as well as for customers considered as assets. 
Besides this, there are a number of assumptions that come with the application of 
Portfolio Selection Theory [31] and have to be taken into consideration:  

• Investor’s decision: Risk-averse investors seek to maximize expected utility. They 
regard investment alternatives as being presented by a probability distribution of 
expected returns over some holding period. Decisions are solely based on return 
and risk, thus their utility curves are a function of expected return and the expected 
variance of returns only. There seems to be no substantial difference between 
financial assets and customers as assets with respect to the decision rational. For a 
given level of risk, investors prefer higher returns to lower returns and vice versa 
for a given level of expected return, investors prefer less risk to more risk. In order 
to make rational decisions according to the Bernoulli principle, one either has to 
assume a quadratic utility function – which will be rarely the case in reality – or 
assume normally distributed returns. The authors are not aware of any study that 
deals with typical distributions of CLVs within specific customer segments. This 
appears to be an open issue for further research.1 

• Given and stationary values for return, variances and co-variances: The parameters 
that go into the optimization model are assumed to be given and stationary. Since 
objective probabilities are in general not known, “probability beliefs” or so-called 
subjective probability distributions are used [32]. At this point, there is again no major 
difference between financial assets and customers as assets. One might argue that 
there is much more information available on financial assets compared to customers 
and customer behavior. However, with powerful data warehouses being in place, 
customer behavior is no longer a “black box” and it is an open research question as to 
whether the estimated values for financial assets are far more accurate compared to 
the estimations that have to be made for customers. Equally, the assumption about 
stationary values is a limitation that hits the applicability of the model in both cases. 
A company unexpectedly selling off large parts of its business will alter the risk-
return characteristics of its stock, just as a customer experiencing a change in his 
circumstances, e.g. through marriage, hence changing his buying behavior, which in 
turn influences his CLV. As long as the chosen time horizon for the application for 
the model is not too long, such unexpected changes should be not too severe.  

• One-period optimization: The basic model of Markowitz just considers a one-time 
optimization. The weights of the assets are determined at the beginning so as to 

                                                           
1 However to assume a normal distribution seems not only to be common in financial markets 

but also with respect to customer buying behavior, see e.g. [46]. 
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maximize expected utility at the end of the period. The use of CLV as measure for 
return does not offend this assumption. 

• Complete and frictionless market: In financial theory it is assumed that the market 
is without frictions, i.e. no taxes, no transaction costs and arbitrary divisibility of 
assets. Obviously, distortions can be found in financial markets as well as in the 
market of customers. Taxes diminish the expected CLV of each customer by 
affecting the underlying profit margin. Based on a tax system with constant tax 
rates on profits, taxes can be easily incorporated in the model.2  

However, with respect to transaction costs, there are clear differences between 
financial assets and customers as assets because there is no liquid market for 
customers. Although transaction costs can be lowered by new means of electronic 
communication and a high level of automation, acquiring and also “selling”, i.e. 
getting rid off3, of customers is still affiliated to transaction costs that may vary 
heavily according to the current market circumstances. This quality generally limits 
the applicability of portfolio theory in this context. Thus, we do not claim to apply 
our model with the objective of adapting the current customer portfolio according 
to the model results right away. The aim, in fact, is to obtain valuable information 
about the status quo of the current portfolio and to give an idea of where a 
theoretical optimum would lie. Thus, the information provided by the model shall 
be complementary to the use of other decision tools for strategic management and, 
in a first step, transaction costs are not of eminent importance here.4  

The last issue, the divisibility of assets may be a problem for companies in markets 
with just a few customers, like component suppliers for the automotive industry.5 
However, when talking about e-tailers like Amazon that globally addresses millions 
of private clients one may attest an approximate arbitrary divisibility.  

In practice, a company needs both: An optimization of the customer portfolio [43] 
and, at the same time, an efficient management of individual customer relationships 
[38]. Ideally, these two issues should be simultaneously optimized. Due to the 
complexity of this optimization, it seems appropriate to split this process up into two 
steps: Firstly, a company decides on the overall customer portfolio. Here, just broad 
customer segments are considered. Secondly, the customer relationships within the 
(optimal) customer portfolio are managed as an individual basis as possible. Since a 
lot has already been written on the second step, we concentrate on the analysis of 
customer portfolios from an integrated risk-return perspective. This focus is also 
advisable because the application of Portfolio Selection Theory to customers as assets 
is, as discussed above, more suitable to the identification of the optimal overall 

                                                           
2 However, since different companies, e.g. based in countries with different tax schemes, 

generally face different tax rates, there should be opportunities for tax arbitrage which will 
have an effect on market prices.  

3 This issue is known as “selective demarketing” according to Kotler et al. [27]. In the context 
with CLV, it has recently gained increasing importance in literature, see e.g. [52]. 

4 In a further evolution of the model proposed below, transaction costs should of course be 
incorporated just as in financial theory, much like in, e.g., [18] – to name just one out of 
numerous contributions on the issue of portfolio theory with transaction costs.  

5 Here, contributions such as [4] about key account management and respective portfolio 
models, from a strategic management point of view – may be more useful.  
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customer portfolio. We start with a simple segmentation approach just distinguishing 
loyal, i.e. relationship-oriented customers and transaction-oriented customers, i.e. 
customers that do not feel committed to a company after buying some products there. 
The transfer and application of Portfolio Selection Theory requires a few (additional) 
assumptions about the customers and the characteristics of a customer relationship.6 

3.2   Model Assumptions 

(AC) Customers 
       Relationship-oriented customers are customers that repeatedly buy after a 

successful acquisition in t = 0 at two or more points in time t ∈ {0, …, T}. 
Transaction-oriented customers are customers that buy just after a successful 
acquisition in t = 0 and subsequently stop buying from this e-tailer.7 

(ACS) Customer Segments  
       There are two ex ante observable and disjunctive customer segments i ∈ {R; S} in 

the market: Segment R comprises all relationship-oriented customers and 
segment S comprises all transaction-oriented customers. A segment i yields the 
cash inflow CFi,t

in which is the average periodic revenue per capita at time t, with 
t ∈  {0,…, T}, as well as the average cash outflow per capita CFi,t

out that consists 
of direct costs, i.e. costs for acquisition, service and advisory as well as 
transaction costs. The segments are stable over the planning horizon, i.e. there is 
no transaction-oriented customer that becomes a relationship-oriented customer 
and vice versa. 

(ACP) Customer Portfolio 
       The e-tailer has no customers in his portfolio before t = 0. The customer portfolio 

PF after the acquisition in t = 0 consists of N ∈  customers. The portfolio 
shares r and s of the segments R and S (with r + s = 1 and r ≥ 0, s ≥ 0), given by 
the ratio of the number of customers in a segment and the total number N of 
customers in the portfolio, are the decision variables of the portfolio optimization 
in t = 0 for the whole planning horizon until t = T8. 

For each customer segment i, with i ∈  {R; S}, the average per capita cash flow Qi is 
given by 

( ) ( )00010 ,,,~~,,~,~
,,,, KK SSRTRRR qQandqqqQ ==  (1) 

                                                           
6  The static model presented below is also applied in [29].  
7  If the e-tailer wants to perform the optimization process once again at a later point in time, it 

follows that transaction-oriented customers have to be regained in order to make a repeated 
purchase. Obviously, the two defined segments are idealized in order to allow for a first 
simple analysis. 

8  The planning horizon for the CLV calculation as well as for the optimization is assumed to 
be equal here. Of course, one may also model different planning horizons, however with the 
risk that the major cash inflows included in the CLV calculation may lie beyond the planning 
horizon for the optimization, leaving the decision maker potentially with an unintended result 
at the end of the planning horizon of the optimization. 
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The components itq ,
~  are the average net cash flows per customer in customer 

segment i and represent the delta of cash in and outflows at time t ∈  {0,…T}: 
out
it

in
itit CFCFq ,,,

~ −=  (2) 

itq ,
~  are independent and identically distributed random variables, which are given at 

the decision time t = 0. The average per capita Customer Lifetime Value CLVi of 
segment i, which is also normalized to the number of customers in segment i at t = 0, 
is given by the expected NPV of Qi (z denotes the risk free market interest rate):9 

( )∑
= +

==
T

t
t

it
ii

z

qE
CLVE

0 1

)~(
)( ,μ  (3) 

For the following model, we define the expected return per capita µi of customer 
segment i as E(CLVi) at time t = 0, as is done in equation (4). Hillier et al. [21] 
showed that if the net cash flows are supposed to be independent and identically 
distributed random variables, it may be concluded that the expected return per capita 
µi is asymptotically normally distributed. On the basis of assumptions ACP and ADM, 
the expected NPV per capita of the customer portfolio E(CLVPF), shortly denoted as 
µPF, may be calculated as the sum of the weighted NPV of both segments’ µi: 

SRSRPFPF srCLVEsCLVErCLVE μμμ ⋅+⋅=⋅+⋅== )()()(  (4) 

 

(ACA) Customer Acquisition  
Customers can be acquired only at t = 0. The customer segments are large enough 
and the e-tailer is comparably small enough so that there will never be a shortage 
of acquirable customers in a customer segment.  

(ADM) Decision Maker  
The risk-averse decision maker aims to maximize the utility per capita of  
the portfolio alternatives. The risk10 of the expected return per capita of  
customer segment i is quantified by the standard deviation σi = )( iCLVVar .  

The risk σPF of the expected portfolio return per capita involves the standard 
deviation σi of the portfolio segments as well as their covariance CovRS,  
i.e. 

RSSRSRRSSRPF srsrrsCovsr ρσσσσσσσ 22 22222222 ++=++= . The correlation 

coefficient ρRS < 1 is given in time period t = 0 and is constant over the planning 
horizon. For all possible values x assumed by the random variable CLVPF, their 
utility is given by ( ) axexu −−= 1 . The parameter a denotes the Arrow-Pratt 

measure that indicates the individual level of risk aversion11 [1]. 

                                                           
9  A current survey of the market for CRM software according to Hippner et al. [22] shows that 

58 of 78 CRM standard software products support the evaluation of customers. A study by 
Sackmann et al. [44] shows – at least for Germany – that monetary approaches of customer 
evaluation are increasingly applied. Thus, the necessary data may be already available in 
many companies. 

10  Risk includes both systematic risks (e.g. macroeconomic shocks, competitive environment) 
as well as unsystematic risks (e.g. product and pricing strategies of the e-tailer). 

11 For risk-averse decision maker: a > 0; for risk-neutral decision maker a = 0. 
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Schneeweiß showed that the only rational preference relation that meets 
assumption ADM, i.e. in case of normally distributed random variables, the utility 
function given in (ADM) and compatibility with the Bernoulli-Principle, is given by 
the following equation [47]: 

max
2

2 →=−=Φ PFPFPFPFPFu U
a σμσμ ),(  (5) 

The parameters μPF and σPF both depend on the portfolio shares r and s of the two 
customer segments, which have to be chosen so that Φu(μPF,σPF) is maximized. In the 
context of relationship valuation, a/2 is defined as a monetary factor that reflects the 
price per unit of risk, i.e. the reward asked by a risk-averse decision maker for 
carrying the risk σPF. Since the portfolio shares of the two customer segments sum up 
to one, the expected portfolio utility UPF is a monetary per capita amount. 

3.3   Portfolio Optimization – Static View 

For the optimization, firstly µPF and σPF of all efficient portfolio alternatives have to 
be derived, i.e. the so-called efficient frontier (EF) is calculated, and secondly, the 
optimal portfolio based on the utility function provided in assumption (ADM) can be 
determined using equation (5).  

Generally, the decision maker has to choose between portfolios with higher 
expected return accompanied by higher variance and portfolios with lower expected 
return and variance. Furthermore, he will only select a portfolio PF, which meets the 
following conditions and is therefore referred to as efficient [31]: 

• The portfolio is a feasible portfolio, i.e. all portfolio weights are part of the feasible 
interval of r,s ∈ [0; 1] and the portfolio shares sum up to one. 

• If any feasible portfolio has a greater expected return, it must also have a greater 
variance of return than the portfolio PF. 

• If any feasible portfolio has a smaller variance of return, it must also have a smaller 
expected return than the portfolio PF. 

Analytically, this may be written as: 

SRRSSRPF
r

rssr σσρσσσ 2min 22222 +⋅+⋅=  (6) 

The objective function (6) has to be minimized subject to the following constraints:  

SRPF sr μμμ ⋅+⋅=  (see equation (4)) (7) 

r ≥ 0, s ≥ 0 (see (ACP)) (8) 

r + s = 1 (see (ACP)) (9) 

Talking about the EF, one might think that with just two risky assets there may be 
four different cases to be differentiated, where relationship-oriented customers (R) 
have a lower or higher return and at the same time a lower or higher risk compared to 
transaction-oriented customers (S). From portfolio selection theory, we know that the 
set of efficient portfolios, where for a given level of risk no other investment 
opportunity offers a higher return, form the EF. Generally, the EF in a no-short-sales 
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setting corresponds to a concave curve12 in a risk-return diagram starting at the 
minimum-variance portfolio (MVP) and ending at the asset with the highest return 
(see bold line in the left hand side of Figure 1). 

In the financial markets, higher risk is generally associated with a higher return. 
Obviously this need not be true if the “assets” are customers – an issue that deserves 
more thought in future research. However, even though the individual asset R 
dominates asset S’ (see left hand side of Figure 1), i.e. R offers a higher return for 
less(!) risk, due to a sufficiently small correlation coefficient it can transpire that a 
mixture of these two assets is still superior in comparison to a full investment in asset 
R –depending on the risk preferences of the decision maker. In case the correlation 
coefficient is sufficiently high and the segment with the higher return carries 
sufficiently lower risk compared to the other segment, the EF is just the point R. 

Remarkably, all possible mixtures of the two customer segments within the 
customer portfolio lie on the line that connects R and S. Since the optimal portfolio 
has to be efficient, the point of tangency of the indifference curve (dotted line on the 
right hand side of Figure 1) and the EF, i.e. the point where the slopes of both 
functions are equal, represents the locus of the optimal portfolio at the given risk 
preference. Thus, after the EF has been determined, equation (5) may be used to 
determine the preferred customer portfolio weights.13 
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Fig. 1. Efficient Frontier with two customer segments  

The knowledge of the preferred customer portfolio weights allows an e-tailer to 
identify the deviation between the optimal customer portfolio from an integrated risk-
return perspective and the customer portfolio at the status quo. It should be noted that 

                                                           
12 In the special cases where ρRS  = 1 or ρRS  = -1, the efficient frontier is a straight line. 
13 Finally, we may check if the utility per capita of the optimal portfolio covers the average 

NPV of direct and indirect fixed costs per capita. Buhl et al. [3] suggest a heuristic to account 
for these costs already within the optimization. 

E(CLV) Expected CLV of customer segment 
Std. dev. Standard deviation of CLV 
R Relationship-oriented customer segment 
S Transaction-oriented customer segment 
MVP Minimum-variance portfolio 
EF Efficient frontier 
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in the context of customer portfolios, it is generally not possible to adopt the portfolio 
by “selling” some shares of one segment in order to “buy” some of the other segment 
like in financial markets (see section 3.1). However, the result from the analysis is 
rather a hint as to where the focus of prospective acquisition efforts should lie: The 
customer segment where a shortage was identified, consequently leading to a 
(relative) increase in the portfolio weight of this segment. 

With these first results, some limitations of the presented model should be noted. 
Obviously this is a simple model with just two segments and a one period optimization. 
Even though current data warehousing and data mining techniques are already very 
powerful, the parameter estimation, particularly with regard to the correlation 
coefficient, is a challenge. The segments are defined as idealized representations of 
customers in real life and it is assumed that with targeted marketing efforts it is possible 
to acquire the “right” customers. This may have become easier for e-tailers compared to 
traditional retail outlets, since much more computing power as well as data about 
(potential) customers are available and can be processed.14 In addition, individualization 
and personalization is achievable at acceptable costs on the Internet. Nevertheless, there 
is still a long way to go until such targeted and successful marketing campaigns are in 
place. Considering all the limitations mentioned above, results of the analysis have to be 
handled with care. Besides these limitations, Markowitz’s Portfolio Selection Theory 
still gets by with much less restrictive assumptions compared to CAPM proposed in 
many other contributions (see above). 

Moreover, there is another limitation that has to be taken into account. An 
additional way to optimally manage the customer portfolio is given by taking up 
initiatives to work on the parameters themselves. This constitutes a major difference 
between financial markets and the “market of customers”: While the return and 
volatility estimations of stocks, bonds and other financial assets are an exogenous 
input to the Markowitz model, CLV and its standard deviation are by far from being 
given.15 In contrast, these are the parameters companies are trying hard every day to 
improve. A huge body of literature specifically deals with measures to increase CLV 
and to lower the risk of churning. Suggested measures include: 

• Introduction of loyalty programs or customer clubs, often associated with customer 
cards (an example are frequent flyer programs of all major airlines), 

• Service-related measures: E.g. professional complaint management or preferred 
service for existing customers, 

• Price-related measures: E.g. discounts or kick-back payments, 
• Product-related measures: E.g. using data mining techniques to determine the next 

product to buy [26], 
• Communication-related measures: E.g. apologies, explanations, additional 

information, arguments of benefits [48]. 

                                                           
14  See [34] for a discussion about the potential resources and the value of having complete 

information about a customer for CRM purposes. 
15  This issue has been already discussed by [6], [9]. (Devinney et al. [10] call this issue with 

respect to product portfolio managerial control. Investors seldom have control over 
risk/return characteristics of an investment, while this is generally not true for risk/return 
characteristics of products. 
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Particularly for e-tailers, the Internet offers possibilities to combine these more tradi-
tional marketing instruments (product, price, place, and promotion) with precision, 
payment, personalization, and push and pull [7]. 

3.4   First Evaluation with an e-Tailer’s Data Set  

For a better clarification of the model, the analysis of an optimal customer portfolio 
will be performed by using a publicly available, exemplary data set from the online 
retailer CDNow16. The data set contains 2357 customers, who made their first 
purchases at the CDNow-website in the first quarter of 1997 and were observed over 
a period of 39 weeks. For further details of the data set see [13], [14]. The sold goods 
are CDs and the relationship between customers and retailer is non-contractual. In 
total, 1411 customers bought only once and 946 up to 30 times. 

The Pareto/NBD-Model is applied as method for segmenting the overall customer 
portfolio into the segments of relationship- and transaction-oriented customers. 
Subsequently, the customer segments are evaluated based on the segments’ CLVs and 
their respective standard deviations before the EF is determined. 

Segmentation of the overall customer portfolio 
The first step in optimizing a customer portfolio from a risk management perspective is 
to differentiate between relationship- and transaction-oriented customer groups. In 
doing this for the CDNow data set, the Pareto/NBD-Model from [45] – particularly 
suitable for the analysis of situations with non-contractual customer relationships – may 
be used, since it includes, among others, the transaction frequency. The model generates 
a probability P(alive) ∈  [0,1] per customer revealing whether a customer is still active 
or not. After calculating P(alive) for every customer, a cutoff value c has to be defined 
that separates according to their activity relationship- from transaction-oriented 
customers. Due to a sharp kink of the curve of the P(alive)-values, c is set to 0.21 as the 
value to divide the two customer segments (see Table 1).17 The customers with P(alive) 
higher c represent the relationship-oriented segment R and those with a lower P(alive)-
value – who bought only once or after several times in the beginning nothing more for 
the rest of the observation period – the transaction-oriented segment S. 

Valuating the different customer segments  
The base for the average per capita Customer Lifetime Value CLVi of segment i are 
the individual CLVs of the customers. To calculate these and to get the NPV, it is 
necessary to know the exact purchasing dates so that the values can be discounted to 
t0. Unfortunately, this information is not included in the data set of CDNow, so the 
needed purchasing dates are modeled by using random numbers following an equal 
distribution. An average cash flow per purchase has also been defined and was 
normalized to 1. This enables a simple calculation of the CLVs by summing up the 
number of purchases per quarter and discounting these to t0 with an assumed risk-free 
interest rate z of 1 % per quarter. To operate the portfolio optimization, simply an 
average CLV for each consumer segment is needed together with the standard 
deviation. The results for the CDNow data set are shown in Table 1. Apparently, at 
least for this data set, a higher return goes hand in hand with a higher risk.  
                                                           
16 The data set is available at http://brucehardie.com/notes/004/ 
17 Using a value of 0.5 does not change the general results of the following evaluation. For a 

more detailed discussion about the calculation see [29]. 
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Table 1. Characteristics of CDNow customer segments R and S 

 Number of 
customers 

Average CLVi Standard 
deviation of CLVi 

Segment R (relationship-
oriented customers) 

698 
(30 %) 

3.8 2.8 

Segment S (transaction-
oriented customers) 

1659 
(70 %) 

1.3 1.1 

 

Calculating the efficient frontier and determining CDNow’s customer portfolio 
Figure 2 shows alternative EF for three assumed correlation coefficients for the two 
identified segments, namely p = 0 (assuming stochastic independence), p = 0.5 
(assuming a positive correlation), p = 1 (assuming a perfect positive correlation). As 
expected, the higher the risk diversification potential is, the smaller the correlation of 
the expected CLV distribution of these two segments is.  

Assuming independence of the CLV-development of the two segments (p = 0), the 
minimum variance portfolio (MVP) is characterized by a CLV of 1.6 and a respective 
standard deviation of 1.0. In this MVP, 86% of the customers are transaction-oriented 
and 14% are relationship-oriented. Thus, even extremely risk-averse decision makers 
would choose a portfolio consisting of shares of both segments instead of just 
addressing transaction-oriented customers. 

The current situation for the data set of CDNow is depicted by the triangles in Figure 2. 
The expected CLV per capita of the portfolio is 2.0. If the portfolio construction was a 
deliberately managed process at CDNow this would imply a quite risk-averse management. 
Otherwise, the result may suggest that CDNow rethinks their customer acquisition and 
retention strategy in the future; given similar customer behavior. 

 

Segment R

Segment S

MVP

1.0

1.5

2.0

2.5

3.0

3.5

4.0

0.5 1.0 1.5 2.0 2.5 3.0

Standard Deviation

E
xp

ec
te

d
 C

L
V p = 0

p = 0.5

p = 1

Current
CDNow
Portfolio

  

Fig. 2. Alternative efficient frontiers for CDNow Data set 
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3.5   Portfolio Optimization – Dynamic View 

Of course, a one period optimization is not appropriate for businesses that permanent-
ly want to operate in a specific market. Also, the market environment might change 
leading to changing parameter estimations, which should also be reflected in the 
optimization process over time. One simple extension of the presented model is the 
application of the model after each period. This changes the optimization process a 
little bit, since by definition relationship-oriented customers stay with the e-tailer for 
several periods. These loyal customers do not have to be acquired again in the next 
period. Hence, their expected CLV will change due to the acquisition costs being 
regarded as sunk costs. 

Moreover, there are at least two more reasons why CLV calculation for these 
customers has to be adapted. Firstly, the estimations may be adapted to the actual 
behavior in the first observed period. With this data, it should generally be possible to 
reach more accurate estimations. Secondly, if the CLV calculation is not primarily 
based on the expected termination of the relationship but – as can be observed in 
practice quite often – just on the near and midterm future cash flows (e.g. one to four 
years), the CLV estimations will tend to go up – if the relationship is appropriately 
managed – with increasing overall relationship duration (e.g. [36], see Figure 3). 
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Fig. 3. Periodical CLV calculation for relationship-oriented customer (segment) 

However, not only the parameter estimations have to be altered in this optimization 
process over time. Obviously, existing relationship-oriented customers are not a 
decision variable since it is not the question of whether they should be acquired or 
not. They are existing customers providing for future cash flows which are (still) risky 
and which will deviate from cash flow estimations for customers that shall be 
acquired (see above). Hence, these customers shall not be “fired” but contribute to the 
overall return and risk position of the e-tailer. Thus these customers form another 
constraint in the optimization process. Analytically, equations (6 - 9) change to  

{ }existnew
k k kl

lkklkPF
r

rsrlkklk
new

,,,min ∈+⋅=∑ ∑∑
≠

with22 σσρσσ  (10) 
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existnew RexistSRnewPF rsr μμμμ ⋅+⋅+⋅=  (10) 

rnew ≥ 0, s ≥ 0 (rexist = const. from optimization in previous period) (11) 

rnew + s + rexist = 1 (12) 

This situation is depicted in Figure 4. Each period, the existing customers tend to 
move to the upper left in the risk-return diagram (illustrated by the dotted arrow in the 
diagram to the right). The parameters for already acquired segments of relationship-
oriented in each period can be determined prior to a new optimization process. Since 
these parameters are an exogenously given input to the optimization model, for 
reasons of clarity, they may also be merged to form just one segment of existing 
relationship-oriented customers as a constraint for the optimization. At the same time, 
the MVP will also move up and to the left in each period and thus the EF and also the 
optimal portfolio possibly changes from period to period.  
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Fig. 4. Optimization over time 

So what can we learn from this dynamic view? Firstly, relationship-oriented 
customers (R) already in the customer base of an e-tailer form a new constraint that has to 
be determined and considered in each period. Secondly, the segment of already existing 
relationship-oriented customers (R) tends to drift upwards and to the left also shifting the 
MVP. Thus, the EF also tends to drift upwards in each period. Consequently, a higher 
utility level may be realized. This does not seem surprising, since new customers are 
acquired after each period while relationship-oriented customers from previous periods 
stay with the e-tailer (see assumption AC). Hence, the e-tailer is growing. However, if 
management is at least slightly risk averse, sooner or later a state of saturation is reached: 
If the portfolio of existing (relationship-oriented) customers is comparably large in 
relation to the amount of money that may be invested to acquire a small number of new 
customers, it may become perfectly rational to focus just on transaction-oriented 
customers in order to realize risk diversification effects.18 The higher the risk aversion of 
management, the sooner such a “steady state” will be reached. 

                                                           
18 It is assumed though that the correlation between newly acquired and already existing 

relationship-oriented customers equals 1. 
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Customer portfolio management is an ongoing process. Acquisition efforts and 
measures to increase customer loyalty have to be adapted and adjusted in each period. 
Still one has to be aware that we perform a sequential set of one-period-optimizations, 
always taking the results of the optimization of the previous period into account. 
There is no guarantee that following this sequential approach leads ex post to an 
overall maximum. Nevertheless, the extended version of the basic model is a first step 
in the direction to more realistic assumptions. 

4   Conclusion and Outlook 

After years of proposing a focus on turning customers into loyal customers, it seems 
that in the last couple of years a more differentiated view has made its way in 
literature as well as in practice. Moreover, recent studies suggest that disloyal, 
transaction-oriented customers who do not expect and ask for bonus programs or 
other forms of customer loyalty measures may still constitute a quite profitable 
customer segment in the overall customer portfolio of an e-tailer. Acknowledging 
these issues, new questions arise – if management is considered as being risk-averse – 
concerning the appropriate mix of two or more customer segments with different 
buying behavior. Traditional customer evaluation methods mostly focus on evaluating 
customers one by one. Including risk into this consideration most often comes as a 
mere premium on the risk free discount rate for the CLV calculation. We propose a 
different approach in this contribution. 

With regard to customers as assets, we transfer and apply Portfolio Selection Theory 
due to Markowitz [31], to the issue of customer portfolio optimization. With our novel 
model, it is possible to account for different buying behavior of two (or potentially 
more) customer segments while having an integrated view on return (CLV) and risk 
(here measured as the standard deviation of the CLV within a customer segment). In a 
quite simple analysis, just looking at relationship-oriented and transaction-oriented 
customers, it turns out that an optimal mix of these two customer segments within a 
customer portfolio will typically include shares of both segments. Hence, focusing just 
on (potentially) loyal customers may be optimal with respect to the expected CLV, but 
not necessarily with respect to the overall expected utility of a customer portfolio, 
incorporating the risk of future cash flows. Moreover, we showed the applicability of 
our model using a publicly available data set of the e-tailer CDNow and provided for a 
first extension to get a more dynamic view into the process of customer portfolio 
optimization. The results of the extended analysis showed that a point of saturation may 
be reached leading to the situation that from this period onwards just transaction-
oriented customers are targeted in the acquisition efforts. 

The results of the analysis contribute to the understanding of customer portfolio 
management and optimization. It may facilitate a decision maker concerning the 
allocation of marketing budget for customer acquisition. Marketing measures – 
particularly when talking about e-tailers operating primarily on the Internet – may be 
designed to address specific customers segments. Still the results above have to be 
carefully applied. Obviously, there will be market circumstances where an unlimited 
number of customers in each defined segment cannot be assumed and an ex ante 
segmentation just based on some limited data will (often) be associated with risk. 
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Nevertheless, customer portfolio optimization and management are interesting and 
demanding issues not only in research. A current study among German corporations 
reveals that there is substantial demand for quantitative approaches in customer 
portfolio management within the companies’ CRM-activities [44]. However, a mere 
quarter of the respondents in that survey already have quantitative customer 
evaluation methods, such as the CLV, in place. So the basis for the application of the 
approach suggested above is still comparably small – but growing.  

There are a lot of open research questions in these areas. Based on this contribution, 
we identified four major topics for future steps. First, an empirical investigation with an 
e-tailer going beyond the limited data set of CDNow is envisaged. Second, the presented 
model should be expanded to incorporate an arbitrary number of segments and issues 
like that of the customer retention rate should be included. Third, the issue of managing 
customer relationships in order to increase the expected CLV and decrease the risk of 
churning on the one hand has to be formally combined with a simultaneous optimization 
of the overall customer portfolio. Fourth, the dynamic character of customer portfolio 
management as an ongoing process should be incorporated in the model beyond the first 
step discussed in this contribution. 
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Abstract. Securities settlement in Europe is still said to be highly inefficient for 
cross-border transactions. This paper provides an overview of the market, 
regulation, and recent approaches that aim to improve the efficiency of the cross-
border settlement in Europe. The European code of conduct and TARGET2-
Securities are identified as primary concerns. The different approaches to improve 
cross-border clearing and settlement are presented and compared with each other. 
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1   Introduction  

During the last decades trading on securities markets increased considerably. 
Moreover, the international trade of securities strongly increased. This implies that 
not only more transactions need to be settled, but more of these transactions need 
cross-border settlement [1]. The importance of an efficient securities settlement 
system lies in the safer transfer of ownership of assets against payment. The 
significance of settlement derives from the fact that it must be viewed as a subset of 
transaction costs facing an investor in effecting a trade. Such systems must be 
developed in a way to minimise the risks involved in securities transactions and it 
must offer lower costs, which do not hinder the intention to trade securities [2, 3]. In 
general, the arrangements between actors in trading, clearing, and settlement within 
any country have been organised on the basis of direct or indirect access to the local 
central securities depository (CSD) and by accounts hold at the central bank. Gaining 
access to this local market by a foreign investor involves costs in establishing a 
relationship to a local agent, which financial institutions pass over to the investor. The 
costs of cross-border securities settlement within Europe are significantly higher than 
in domestic settlement1 [2]. A study by NERA showed that there is a significant gap 

                                                           
1  The pricing of post-trading services is complex. Several studies have attempted to analyse the 

pricing. Most studies concluded that cross-border prices and costs are considerably higher 
than the corresponding costs and prices for domestic transactions. None of the results have 
been accepted as providing an accurate description of the prices or costs incurred by 
investors in acquiring post-trade services in Europe. Example studies are [3, 4, 5, 6]. 
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between the costs of settling securities transactions in the United States and in 
Europe. Whereas a securities transaction settled on a net basis costs around €€ 0.10 in 
the United States, the costs in European markets range between €€ 0.35 and €€ 0.80 [5]. 
The main reason is the fragmented structure of the European settlement industry.  

Technological innovations and a changing regulatory environment are fundamental 
catalysts behind the past and the future changes in settlement. In the past the consolidation 
of the post-trade infrastructure and the introduction of the central counterparty (CCPs) 
have improved the efficiency of post-trade services. Once implemented in 2008, the 
European code of conduct is expected to cut the costs of trading shares in the member 
states by enhancing price transparency and increasing competition. Furthermore, 
TARGET2-Securities (T2S) as technical platform for securities settlement could have a 
significant impact on the settlement of securities in Europe. 

The aim of this paper is to present and analyse recent approaches for improving 
efficiency of cross-border securities settlement in Europe. The different approaches 
are compared with each other regarding the capability to improve the efficiency of the 
European securities settlement. 

The paper is organised as follows. Section 2 introduces functional definitions of 
clearing and settlement and the performing institutions. It is followed by an overview 
of the consolidation that has taken place in the settlement industry and the 
introduction of the CCP in European securities markets and its impact on the 
settlement of securities. In section 4 the code of conduct is presented and the current 
status of implementation analysed. Section 5 shows T2S and presents the current 
status of the project. In section 6 a comparison of the presented approaches to 
improve efficiency of securities settlement is made. Section 7 concludes. 

2   Clearing and Settlement of Securities Transactions 

Clearing and settlement are required after two parties have decided to the transfer 
ownership of a security. Clearing and settlement services deal with the execution of a 
trade. The need arises after any trade, regardless of whether the parties trade over an 
exchange or over the counter, and whether the trade involves domestic or international 
securities. Clearing of a securities transaction confirms the legal obligation from the 
trade. Clearing involves the calculation of mutual obligations of market participants and 
determines what each counterpart receives. Clearing houses, CSDs, or international 
central securities depositories (ICSDs) are the providers of clearance [2]. Central 
counterparty (clearing) is not included in the definition of clearing. A central 
counterparty is an entity that interposes itself between the transactions of the counterpar- 
ties in order to assume their rights and obligations, acting as buyer to every seller and 
seller to every buyer. The original legal relationship between the buyer and the seller is 
thus replaced by two new legal relationships: between the CCP and the buyer and 
between the CCP and the seller. The substitution of the original counterparty by a new 
contractual counterparty is called a contract novation. The CCP thus takes over the 
counterparty risk and guarantees the clearing and settlement of the trade. A CCP is a 
service offered by a clearinghouse. Following the clearing stage the second operation is 
settling a trade. Settlement is the exchange of cash or assets in return for other assets or 
cash and transference of ownership of those assets and cash. A CSD is the organisation 
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that performs these functions. Some post-trade services are not related to a securities 
transaction, but are needed on an ongoing basis to administer securities on behalf of the 
owner. The process of settlement is typically linked with custody and safekeeping.  

A stylised domestic equity transaction instruction flow consists of six steps [4]. For 
a cross-border trade investors rarely access a foreign system directly, but instead 
typically rely on intermediaries for this purpose. A cross-border transaction normally 
involves one of three basic models: using a link between two CSDs (the local and the 
foreign), using a network of local brokers (who have access to the local CSDs), or 
using an ICSD. As a cross-border trade increases the number of clearing and 
settlement intermediaries that have to be accessed to complete the trade. This is likely 
to increase the costs of a cross-border trade. In a cross-border transaction two CSDs 
and two central banks are involved in the process. A stylised cross-border equities 
transaction instruction flow consists of nine steps [4].  

3   Development of Clearing and Settlement in Europe 

3.1   Consolidation of Settlement Market Infrastructure 

Compared with the United States, the settlement industry in Europe is fragmented. 
Until recently, each country in Europe had its own stock exchanges. In addition, 
individual countries have their own distinctive legal and regulatory apparatuses. 
Settlement in Europe shows its origins in a patchwork of national systems. At the 
beginning, there were several institutions offering settlement services at the national 
level. At the national level, the consolidation has taken place and in most countries 
only one CSD has prevailed [8]. The domestic settlement systems are efficient within 
the national boundaries. The costs per transactions in domestic settlement are as 
expensive as in the United States, but European CSDs realise higher margins [9]. In 
contrast, the settlement of cross-border transactions in Europe is not efficient [8]. The 
main reason for the fragmented European settlement industry is that securities were 
traded at national level, partly as result of the existence of different currencies. As 
result, several CSDs at the European level continue to coexist and only recently 
consolidation has taken place [1]. In the EU the number of settlement engines 
declined from 23 in 1999 to 18 in 2004 [10]. The consolidation of the European 
financial market is not only taking place on a horizontal level. Different types of 
integration and consolidation in trading, clearing, and settlement industry can be 
observed [10]: 

– The horizontal integration involves mergers of institutions or systems providing 
similar services in different markets, such as the merger of securities settlement 
systems.  

– The vertical integration involves mergers of institutions providing different, but 
integrated services which are processed along the securities transaction chain 
within a single entity or group of entities.  

Fig. 1 shows the integration in selected European countries. 
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Fig. 1. Overview of equities market infrastructure in selected European countries  

3.2   Central Counterparty 

CCPs have been first introduced in derivative markets and, at least in the EU, only 
recently in securities markets. Today, a CCP is established in nearly all major 
securities markets. An important driver for the increased use of CCP services in cash 
markets is the increased use of electronic order books to match trades. The anonymity 
of the electronic order books complicates the risk management of market participants, 
because counterparty risk cannot be managed through their choice of counterparty. A 
CCP is a useful service to clear and settle anonymous trades, since the market 
participant can manage its counterparty risk towards the CCP. Besides performing the 
CCP-clearing function, most clearing houses perform other functions as well, like 
collateral management and netting. They enhance the efficiency of securities clearing 
and settlement and redistribute the risk between market participants. A CCP creates 
the possibility to net on a multilateral instead of a bilateral basis, since all debit and 
credit positions of a particular clearing member can be netted, resulting in only one 
single net position towards the CCP. Settlement costs are substantially reduced due to 
the reduction of the number of settlements. In general, the introduction of a CCP is 
followed by increased liquidity, smaller spreads, and lower cost [7]. 

Like in the settlement infrastructure, a consolidation of clearing houses in Europe 
has taken place. Between 1999 and 2004 the number of CCPs declined from 14 to 8 
[10]. Two main clearing houses for securities have established in Europe, 
LCH.Clearnet and Eurex Clearing [2]. In addition to these larger CCPs there are a 
number of smaller ones.  

In May 2006, the London Stock Exchange and SIS x-clear have announced that 
they will provide market participants with a choice of the clearing provider for equity 
trades. Beside the London Stock Exchange, virt-x is the only European exchange 
offering two CCPs to their customers. The intended business model is expected to 
deliver price reduction and service amendments to the markets through competition.   

4   The European Code of Conduct for Clearing and Settlement 

The efforts to improve the efficiency and safety of cross-border post-trading 
arrangements in the EU date as far back as the 1970s. The main reason behind the 
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growing interest in post-trade services in the last few years has been the explosive 
growth in securities trading [6].  

The Financial Services Action Plan (FSAP) is the European Commission’s (EC) 
main instrument for achieving the single market in financial services. It was published 
in 1999 and endorsed by the Lisbon European Council in 2000. It consists of a set of 
measures to remove barriers, so as to provide a legal and regulatory environment that 
supports the integration of the European financial markets. The Committee of Wise 
Man was appointed by the Economic and Financial Affairs Council (ECOFIN) in 
2000 in order to support the extensive program of FSAP. Specific recommendations 
of the final report, which refers to clearing and settlement, target to the necessary 
systems restructuring, to avoid the high costs of cross-border settlement. Although the 
consolidation should be driven by the private sector’s forces, public policy will be 
needed to remove the obstacles to consolidation. Among the most important policy 
requiring assessments are: open and non-discriminatory access to CSDs, exclusive 
agreements, the soundness of technical linkages, and the implication of a single CCP. 
The report also mentions the possible need to separate clearing system issues from 
settlement and understanding that an efficient clearing is of public benefit. 
Additionally, it shall be considered whether the EU needs to establish a framework 
for clearing and settlement activities or not. Finally, competition among market 
participants must also be addressed in order to avoid practices which are not 
consistent with the community’s competition policy [11].  

In 2001, the Giovannini Group was assigned by the Commission to analyse the 
current situation for cross-border clearing and settlement in the securities markets, to 
consider the requirements against which the efficiency of possible alternative 
arrangements for clearing, settlement, and depository services can be assessed, and to 
identify some possible alternative arrangements for clearing, settlement, and 
depository functionalities [4]. The first report on EU cross-border clearing and 
settlement arrangements was published in 2001, describing the functions of clearing 
and settlement systems, the arrangements in Europe, and the existing 15 barriers2 
hindering integration. The second report in 2003 brought proposals to overcome the 
barriers evidenced in the previous work, followed by an assessment of current models 
of consolidation. A time framework of three years was recommended (to market 
participants and regulators) for the execution of the necessary steps to create a level 
playing field, where efficient clearing and settlement systems could coexist or 
consolidate [12].  

Later in 2006, the EC published a working paper on post-trade activities in which 
the EC set out measures to achieve the objective of integrated, competitive, safe, and 
cost-effective clearing and settlement in the EU [6].  

The European Commissioner for Internal Markets and Services, Charlie McCreevy, 
announced in July 2006, that he would not propose an EU directive on post-trade 
services, but that he would strongly encourage the sector to adopt a code of conduct, 
which delivers price transparency, interoperability, and unbundling of post-trade services. 
Finally on 7th November 2006, the European code of conduct for clearing and settlement 
was presented by the post-trade industry. The intention of the code of conduct is to 

                                                           
2 The barriers are differentiated into technical requirements and market practice, taxation, and 

legal certainty. 
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establish a strong European capital market and to allow investors the choice to trade any 
European security within a consistent, coherent, and efficient European framework. The 
aim is to offer market participants the freedom to choose their preferred provider of 
services separately at each layer of the transaction chain (trading, clearing, and 
settlement) and to make the concept of cross-border redundant for transactions between 
EU member states. The code of conduct is a voluntary self-commitment3 and will adhere 
to a number of principles on the provision of post-trading services for cash equities. It 
includes clearing and CCP, settlement and custody services, and some of the elements of 
the code also apply to trading activities. The supporting organisations are represented by 
the Federation of European Securities Exchanges (FESE), the European Association of 
Central Counterparty Clearing Houses (EACH), and the European Central Securities 
Depositories Association (ECSDA). The implementation of the code of conduct consists 
of three phases (see Fig. 2). To monitor the implementation of the code of conduct, the 
Commission has set up the Monitoring Group.  

 

 

Fig. 2. Implementation of the European code of conduct for clearing and settlement 

First Phase of the Code of Conduct 
The objective of the first phase is to enable the customers to understand the services 
they will be provided with and to understand the prices they will have to pay for these 
services, including discount schemes. The intention is also to facilitate the comparison 
of prices and services and to enable customers to reconcile ex-post billing of their 
business flow against the published prices and the services provided [14]. The 
following principles shall apply to all organisations supporting the code of conduct 
and all prices the organisations charge, including one-time and periodic fees, prices of 
transaction-related services, prices of custody services, and prices of additional 
services to customers. Every organisation agrees to the publication of: 

– All offered services and their respective prices including applicable terms and 
conditions, 

– All discount and rebate schemes and the applicable eligibility criteria, and 
– Examples that explain prices, as well as discount and rebates schemes for 

different types of customers. 

All information shall be made available on the organisations’ websites. The published 
price lists shall contain all services and prices, a brief description of each service, and 

                                                           
3 According to Mr. Nava (EC, DG Internal Markets and Services) the code of conduct is a 

mixture of self-regulation and soft law [13].   
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the relevant price basis. The organisations are committed to work on further 
comparability of prices within each layer of the value chain.  
 

Second Phase of the Code of Conduct 
The aim of the second phase is to define access and interoperability conditions. The 
Market in Financial Instrument Directive (MiFID) already grants some access rights 
in the post-trade area to regulated markets and to investment firms. The code of 
conduct is not intended to contradict any of those rights. In particular, MiFID grants 
certain access rights in articles 34 and 46 [14]:  

– The right of market participants to remotely access a foreign CCP and/or CSD; 
– The right of market participants to choose the settlement location for their trades; 
– The right of regulated markets to choose a particular CCP and/or CSD to clear 

and settle their transactions. 

The MiFID has to be applied in November 2007. The second phase of the code of 
conduct addresses the effective extension of these principles to additional relations in 
the clearing and settlement sector, addressing mainly the relationships between 
infrastructures. Organisations from a member state should be able to access 
organisations in the same or another member state and the responding organisations 
should provide such access: 

– CCPs should be able to access other CCPs; 
– CCPs should be able to access CSDs; 
– CSDs should be able to access other CSDs; 
– CCPs and CSDs should be able to access transaction feeds from trading venues; 
– CSDs should be able to access transaction feeds from CCPs; 
– A trading venue should be able to access a CSD and/or CCP for its post-trading 

activities. 
 

Third Phase of the Code of Conduct 
The aim of the third phase is to unbundle services and to implement accounting 
separation. The unbundling of services and accounting separation are important to 
improve the transparency and efficiency of European capital markets [14]. Service 
unbundling gives customers flexibility in choosing which services to purchase. 
Accounting separation grants information on the provided services. The following 
measures are part of the third phase of code of conduct: 

– To realise transparency of the relation between revenues and costs of different 
services in order to facilitate competition; 

– To provide transparency on potential cross-subsidies between the different 
services;  

– To provide users with choices, regarding the services available to purchase. 

The prices and services of trading, CCPs, and CSDs shall be unbundled from each 
other. Furthermore, each CSD needs to unbundle the following services: 

– Account provision, establishing securities in book entry form, and asset servicing,  
– clearing and settlement (including verification), 
– credit provision, 
– securities lending and borrowing, and 
– collateral management. 
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Unbundling means that the organisations will allow any customer to purchase an 
unbundled service without compelling that customer to purchase another service. 
Each unbundled service will be available at a price applicable to this service.  

Any group that includes one or more trading venue, CCP or CSD shall disclose to the 
national regulators the annual non-consolidated accounts separately upon request from 
the national regulator. Organisations which offer trading, clearing, and/or settlement 
services in a single corporate structure shall disclose to the national regulators the costs 
and revenues of these services separately upon request from the national regulator. Each 
organisation shall disclose to the national regulators its costs and revenues for each 
unbundled service in order to make transparent potential cross-subsidies. The organisa- 
tions will task their external auditors, or another external auditor of the organisation’s 
choice, to verify their compliance with the code. The organisations are committed to 
ensure adequate monitoring of compliance and are ready to engage in further 
discussions on the exact mission statement of this committee, on the access to 
confidential data, and on how the committee will interact with national authorities and 
regulators, the EC’s Clearing and Settlement Advisory and Monitoring Expert Group 
(CESAME), and market participants [14]. 

The implementation of the code of conduct is still ongoing. Only the first two 
phases have been completed. FESE, EACH, and ECSDA have sent a status report on 
price transparency of their members to the EC. The implementation is managed 
through task forces of the associations and supervised by the FESE board [16]. The 
process is also supervised by the CESAME Group.  

To analyse the implementation status of the first phase of the code of conduct, we 
reviewed the organisations’ websites on 1st January 2007 and again on 1st February 
2007 [15]. It was analysed if the transparency of prices was implemented and the 
required fees were published on the websites. It was also investigated if examples 
explaining the fees schedules were published. As the code mentions comparability of 
prices, in the investigation only fees and pricing examples available in English were 
considered. This study showed that not all organisations have completed the first 

phase of the code of conduct in time and published their fees on their websites. 32 
CSDs, 11 clearing houses, and 20 exchanges have signed the code of conduct (or a 
letter of intent). 9 CSDs, 3 clearing houses, and 4 exchanges have not published the 
information for the first phase in time. On 1st February 2007, still 6 CSDs, 1 clearing 
house, and 2 exchanges have not published the required information in English.  
Still 17 CSDs, 5 CCPs, and 7 exchanges have not published examples that explain 
prices, as well as discount and rebates schemes for different types of customers. 
Furthermore, structure, format, range, and scope of the published fee schedules 
differed essentially. For example one CSD charged the same price for every 
transaction to be settled, not charging any membership fees or fees for technical 
infrastructure and not considering any discount or rebates. In contrast, another CSD 
charged fees for different kind of memberships and for technical infrastructure and 
provides discounts and rebates, which need to be considered if prices are compared. 
Fundamental knowledge of the local market is necessary for the assessment of costs. 
At the current status a comparison of the costs for clearing and settlement is only 
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possible if many assumptions are made. Great efforts of the ECSDA, EACH, and 
FESE are necessary to improve the comparability of prices. 

A study conducted by the European Association of Cooperative Banks (ECSA) 
User Task Force on the implementation status of the first phase of the code of conduct 
by CSDs and ICSDs comes to more optimistic results [17]. According to this study in 
all four analysed areas progress was achieved4. In detail in the area of: 

– Prices and services: 29 CSDs have achieved a good process and only 3 a partial 
progress; 

– Discounts and rebates: 27 CSDs have achieved a good progress and 5 a partial 
progress; 

– Price comparability: no CSD has achieved a good process and all CSDs achieved 
a partial progress;  

– Billing reconcilability: 23 CSDs have achieved a good progress and 9 a partial 
progress. 

In a first report of the EC to the ministers of finance it says that the code of conduct 
had a promising start. A great effort has been made by the industry to achieve price 
transparency. But the EC asks the organisations to improve transparency of services 
and pricing. The main areas for improvement are seen in the explanation of discounts 
and in the comparability of prices [18, 19].  

Since the 3rd July 2007 the guidelines for access and interoperability have been 
published. These define principles and conditions for access and interoperability in 
line with the 2nd phase of the code of conduct. The aim is to offer market participants 
the freedom to choose their preferred provider of services separately at each layer of 
the transaction chain [20].  

We have analysed public available information such as press releases and articles 
in the financial press until 15th December 2007. We found out that already 69 requests 
for access and interoperability have been addressed (see Fig. 3). It remains to be seen 
what the results of these requests will be. 

 
Fig. 3. Request for access and interoperability 

                                                           
4 Benchmark was the 31st December 2006. 
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5   TARGET2-Securities 

T2S is a different approach to improve efficiency of European securities settlement, 
by establishing an integrated technical platform for the settlement of cash and 
securities, developed and operated by the Eurosystem5. The platform would base on 
the payment systems TARGET and TARGET2.  

In 1999, the European System of Central Banks introduced the Trans-European 
Automated Real-time Gross settlement Express Transfer system (TARGET), a 
wholesale payment system. TARGET consists of a connection of national payment 
systems of the European System of Central Banks. With TARGET, European CSDs 
normally settle the central bank money leg of securities transactions that are 
denominated in Euro through the local real-time gross settlement component of the 
TARGET system. The securities accounts managed by the CSDs are linked to the 
cash accounts managed by the national central banks via a delivery versus payment 
link. Fig. 4 illustrates the current market infrastructure with TARGET. To facilitate 
the settlement, the members of a CSD must also participate in the national payment 
system of the country where the CSD is located [21]. 

 

Fig. 4. Current market infrastructure with TARGET [21] 

On 24th October 2002, the Governing Council of the ECB took a strategic decision 
on the direction of the next generation of TARGET. TARGET2 is a multiple platform 
system based on the principles of harmonisation, a single price structure, cost 
effectiveness, and no competition among its components. With the introduction of 
TARGET2 it is possible for each participant to settle, through a single TARGET2 
account, transactions effected via any CSD that provides settlement in central bank 
money in Euro. Additionally, there is the proposal that some CSDs will be able to 
complete cross-border transactions between themselves without involving TARGET2.  

Fig. 5 shows the market infrastructure with TARGET2. TARGET2 was successfully 
introduced on 19th November 2007 [22]. 
                                                           
5 Consisting of the European Central Bank (ECB) and the national central banks. 
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Fig. 5. Market infrastructure with TARGET2 [23] 

On 7th July 2006, the ECB issued a press release, stating that the Eurosystem was 
evaluating opportunities to provide efficient settlement services for securities 
transactions in central bank money, leading to the processing of both securities and 
cash settlement on a single platform through common procedures. The platform, 
called T2S, is the proposal to the CSDs to transfer their securities accounts to a 
common technical platform. The main benefits of this platform would be the 
reduction of settlement engines and therefore the reduction of costs for CSD-
infrastructure and for custodians’ back offices. The ECB announced to explore the 
setting up of the new service for securities settlement in the Euro area. The 
background of T2S is the technical debate about the best way to synchronise delivery 
of securities with payment when settling a transaction in securities. There is general 
agreement that the most efficient approach for both security and cash movements is to 
be managed by the same platform. In some countries this process is managed by the 
securities settlement system, which determines when settlement takes place (e.g. in 
France and in the UK). As a result, the CSD effectively controls some payments 
across the books of the central bank: when the CSD determines that a transaction has 
settled, this causes the money to move on the books of the central bank. In other 
countries the central bank is unwilling to outsource control of central bank payments 
to another organisation. To maintain an integrated system, if the CSD cannot manage 
the money, the central bank has to manage the securities. Then T2S is the only way to 
reach the integration of the settlement of cash and securities. The settlement of 
securities and cash would be realised within a single integrated platform. Fig. 6 shows 
the aimed market infrastructure with T2S.  

At the start of every day, participating CSDs would transfer their securities 
balances and outstanding transactions to T2S. During the day, T2S would settle these 
transactions and report to the CSDs at the end of the day. One consequence of T2S 
would be the separation of operation of settlement from the other functions performed 
by CSDs, such as asset servicing, asset financing, and provision of collateral. These 
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Fig. 6. Market infrastructure with TARGET2-Securities [23] 

other functions require access to real-time, intraday information on the securities 
balances held by participants in the systems, and the ability to control those balances. 
To realise this, sophisticated linkage between T2S and the systems from the CSDs is 
required [21]. 

On 15th January 2007, the ECB presented details on the economic, technical, 
operational, and legal feasibility of T2S. According to the economic feasibility study, 
T2S could reduce the average costs for securities settlement to €€ 0.28 per transaction. 
According to this study, costs for settlement in Europe range between €€ 0.45 and 
€€ 2.30. The total investment costs for T2S are calculated with €€ 166 million. Additional 
running costs and costs for telecommunication are calculated with €€ 62 million per 
year. As investment period for the development, six years are planned [24]. The 
partaking CSDs will face one-off costs for adapting their systems to transfer 
settlement functions to T2S. They will still need to maintain and update all 
information they hold. In addition they will have to maintain an interface to the T2S 
platform. According to the feasibility report, these additional costs are exceeded by 
the reduction of operation costs. The platform will also affect custodians who will 
face one-off costs for system adjustment. These costs are exceeded by the reduction 
of operation costs [24]. The feasibility report focuses on costs, revenues are not part 
of the consideration. If revenues are considered, the results from the perspective of 
CSDs and custodians are not that obvious. For CSDs and custodians settlement 
represents an important source of revenues. 

For the success of T2S the participation of all relevant CSDs is essential. The 
economic feasibility report assumes that all CSDs in the Euro area participate and 
thus calculates with a number of 161 million transactions to be settled per year 
(number of transactions settled by relevant CSDs in 2006). If the participation in T2S 
is not mandatory, the number of transactions could be significantly lower and the 
costs per transaction would increase significantly. In the following we present 
different scenarios for the participation in T2S. One scenario is the aim of the ECB, 
where all 19 CSDs participate. Beside this, we simulated how the feasibility of the 
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ECB study would look like, if one of the two largest CSDs6  or even both would not 
participate (see  Table 1).  

In case all CSDs participate in T2S, the ECB calculates the costs per transaction 
with €€ 0.28. If one of the largest CSDs, Clearstream Banking Frankfurt or the 
Euroclear Group, would not participate in the system, the costs per transaction would 
increase to €€ 0.38/€€ 0.36 per transaction. If both would decide not to participate, the 
costs per transaction would even increase up to €€ 0.60. 
 
Table 1. Costs per transaction of TARGET2-Securities for different scenarios of participation  

 All 19 CSDs 
participating 

Clearstream not 
participating 

Euroclear 
Group not 

participating 

Clearstream and 
Euroclear Group 
not participating 

Number of 
annual 
transactions 

160,773,700 110,373,700 116,476,200 66,076,200 

Total annual7 
costs in Euro 

89,900,000 84,257,286 84,940,513 79,297,800 

Costs per 
transaction in 
Euro 

0.28 0.38 0.36 0.60 

 
On 17th January 2007, T2S was presented to the Financial Services Committee. 

The settlement platform had the same number of supporters as opponents. Support 
was indicated by Germany, France, and Finland. England, the Netherlands, and 
Belgium formed the opposition to T2S. There were a number of details to be clarified, 
like the supervision of the platform, governance, questions on competition, the effects 
on the private enterprise infrastructure, and alternatives to integrate the different 
national infrastructures [25]. On 8th March 2007, the Governing Council of the ECB 
has concluded that it is feasible to implement T2S and therefore decided to go ahead 
with the next phase of the project, namely the definition of user requirements on the 
basis of market contributions. A final decision on the implementation is expected in 
summer 2008.  

6   Analysis of Approaches to Improve the European Cross-Border 
Securities Settlement 

The presented approaches to improve cross-border settlement of securities 
transactions differ essentially. The code of conduct is a market driven approach, 
supervised by the EC, while the technical platform T2S represents a centralised 

                                                           
6 Clearstream Banking Frankfurt had 50,400,000 relevant transactions in 2006 while the 

Euroclear Group had 44,297,500 transactions in 2006 [24].  
7 The study of the European Central Bank assumes that only telecommunication costs are 

variable and depending on the number of transactions. The other costs, consisting of costs for 
infrastructure, costs for application development, and running cost, are seen as fixed costs 
with a value of €€ 72.2 million per year [24]. 
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approach for securities settlement, provided by the Eurosystem. An EU directive 
could be another approach, but the EC has favoured the code of conduct, mainly 
because a directive would have lasted longer and a market driven solution was 
preferred [11]. These three approaches differ according to the time needed for the 
implementation, the scope of the projects, the flexibility to adapt to a changing 
environment, and the legal certainty. With legal certainty the legal implementation is 
meant. The uncertainty of a potential dispossession of CSDs or of parts of CSDs and 
the legal uncertainty of the competition with a supranational institution as the 
Eurosystem were identified as the main concerns.  

The code of conduct is an approach that is fast to realise, shows a high legal 
certainty, and extends clearing, settlement, and parts of trading. The main advantage 
of the code of conduct is that it is a market driven solution. The main disadvantage is 
the lag of sanctions in case of malpractice and the possibility of strategic behaviour of 
the market participants8.  

In contrast, T2S is a centralised technical platform for the settlement of securities. 
The main benefit is the integration of securities and cash settlement in one single 
technical platform and thus the reduction of settlement engines and the reduction of 
technical barriers in European cross-border settlement. The main disadvantages are 
the long time needed for the implementation and the uncertainty of the participation 
of the CSDs, and the governance of the platform. T2S would be competing with 
existing integrated settlement platforms as the Single Settlement Engine of the 
Euroclear Group.  

An EU directive is another possible approach to improve efficiency of clearing and 
settlement. The process to adopt legislation is often slow. It takes three years on 
average to agree a directive. Such a timescale is unacceptable when legislation is  
 

Table 2. Analysis of different approaches to improve clearing and settlement in Europe  

 European code of conduct T2S EU directive 

Description Market driven solution, 
supervised by EC 

Centralised 
technical platform 
by Eurosystem 

Collective 
legislative act 

Scope Clearing, settlement, and 
partly trading 

Settlement Clearing and 
settlement 

Time for 
implementation 

1 year 6 years > 4 years 

Hierarchy Decentralised  
(market driven) 

Centralised 
(by ECB) 

Centralised or 
decentralised 
(implemented by 
market or central) 

Flexibility for 
adjustment 

High Medium Low 

Legal certainty High Medium High 

                                                           
8 E.g. a participant could act not conform to the code and force the EC to implement a directive. 

Due to the missing sanctions the participant would not be punished. The other participant 
would have invested to act conform to the code conduct and would thus have a disadvantage. 
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meant to bring an appropriate response to a fast changing world. Because of the long 
implementation time, the low flexibility to adjustment to a changing environment a 
directive should only be used, if no market driven solution is available [26]. If self-
regulation by the code of conduct is not achieving the wanted results, the directive 
could be an alternative approach.  

Table 2 shows the main differences of these approaches for improving the efficiency. 

7   Conclusion and Outlook 

In the last years integration and consolidation has taken place, but the European settlement 
industry is still a fragmented industry, which shows inefficiencies in the cross-border 
settlement. The introduction of CCPs in Europe has improved the securities settlement 
significantly by reducing risk and the number of transactions to settle.  

The implementation of the European code of conduct for clearing and settlement 
by the post-trade industry aims to improve the price transparency, interoperability, 
and service unbundling. The code of conduct is currently being implemented. As of 
now the first two stages of the code are implemented. This paper shows that the first 
phase of the code of conduct is not fully implemented by several organisations. 
Furthermore, it shows that the comparison of the prices of the participants at the 
current status is not possible due to differences in structure, format, range, and scope.  

T2S, as central technical settlement platform for securities could have another 
essential impact on the settlement of European securities. The platform could help to 
create an integrated settlement process and remove most of the existing technical 
barriers and difficulties in cross-border securities settlement. For the success of T2S 
the participation of all major CSDs is essential for achieving the aimed scale effects. 
The presented simulation of different scenarios of participation shows, that if not all 
major CSDs participate in the platform, the costs per transaction of the new platform 
could be higher that the present domestic prices of some CSDs.  

The platform T2S stands in contrast to the efforts of the EC and the industry to 
bring more competition into the securities markets with the implementation of the 
MiFID and the adoption of the settlement industry through the code of conduct. The 
settlement platform would create a monopoly for securities settlement leading into the 
opposite direction of more competition. It also has to be considered that the settlement 
industry is making great efforts to improve technical platforms and to increase usage 
of standards for communication, as the Single Settlement Engine of the Euroclear 
Group and SWIFT, to remove technical barriers for cross-border settlement. 
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Abstract. The Service-oriented architecture (SOA) paradigm has been
gaining momentum over the last few years. Although the banking in-
dustry has often been mentioned as an early adaptor of service-oriented
technologies, there is still a lack of knowledge concerning bank require-
ments on IT architectures and whether an SOA is suited to meet them. In
this paper, we present the results from an empirical study which quan-
tifies the qualification of service-oriented technologies for the German
banking industry. By using data collected from the German banking in-
dustry, it turns out that SOA is apparently suited to meet predefined
needs of this industry. However, there are differences in the expectations
among various groups of banks. In addition, this paper presents the sta-
tus quo of SOA adaptations in German banks.

Keywords: Service-oriented Architecture, Banking Industry, Require-
ments on IT Architectures, IT value creation.

1 Introduction

Although service-orientation is based on well-known concepts like autonomy and
the loose coupling of software components, the adaptation of Service-oriented ar-
chitectures (SOA) in the research community, as well as, in the software industry
has been stimulated in recent years by the standardization of Web service tech-
nologies. When considering SOA for the banking industry, most of the academic
discussions address how SOA can be applied to predetermined domain-specific
problems like the management of capital market systems [1,2] or the core bank-
ing system [3,4]. Other research approaches focus on quality aspects and other
related concepts (e.g., [5]).
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In contrast, only a few empirical studies (cp. Sect. 2.3) have been conducted
regarding to the impact of SOA on the banking industry in general. Therefore,
we decided to extend our previous research in the field of SOA by analyzing the
German banking industry based on an empirical survey [6].

In this paper, selected results from a survey we conducted among CIOs, CTOs,
IT architects, and enterprise architects from Germany’s 1001 largest banks (with
respect to their balance sheet totals) are presented. The rate of return was 5.19%.

The key focus of this survey was to access whether SOA is a major trend or
mere hype for the German banking industry – thereby determining whether SOA
is suited to meet the requirements of the German banking industry. Furthermore,
the status quo of SOA adaptation in German banks was also investigated. Con-
sequently, the following research question was the key motivation behind the
survey:

Is SOA a major trend or hype for the German banking industry?

The remaining part of this paper is structured as follows. In the next section, the
basics and common benefits of SOA, its potential impact of SOA on banks, and
relevant related work are introduced. Based on this theoretical foundation, nine
statements were identified which formed the basis of our questionnaire (Sect.
3). Following this, the results of our empirical study are presented in Sect. 4.
Finally, the paper concludes with a summary of the findings in this paper and
an outlook of our future work.

2 Theoretical Foundation

In order to answer our research question, it is necessary to define SOA and
evaluate its potential role in the banking industry. Hence, we introduce SOA
with regard to the banking industry in the following paragraphs. In Sect. 2.1,
we briefly explain the SOA paradigm. Subsequently, Sect. 2.2 introduces the
potential benefits and effects of SOA on the banking industry. Relevant related
work is also included in Sect. 2.3.

2.1 The Service-Oriented Architecture Paradigm

Since the term SOA was coined in 1996 by Gartner [7], several publications
have redefined it. In recent years, SOA has often been used synonymously with
Web service technologies, even though there are great differences between the
actual implementation of an SOA with a certain technology (i.e., Web services)
and the underlying concepts which constitute the SOA paradigm. As the term
“paradigm” implies, SOA is not a technology but a holistic approach to design
an application architecture. By using service-oriented concepts, it is possible to
model business processes independent of actual technologies or tools [2].

In order to define the architectural part of SOA, we make use of the following
principles [8]:
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1. All functions (e.g., business functions) are defined as services.
2. All services are independent and can be used without paying attention to

the actual implementation.
3. Services can be accessed by an invokable interface without any knowledge of

its location.

Accordingly, an SOA is “an application architecture within which all functions
are defined as independent services with well-defined invokable interfaces which
can be called in defined sequences to form business processes” [8].

By using this definition, it is possible to apply the SOA paradigm to an ap-
plication architecture in general or to map exactly one aspect of a company’s
business model [9]. Business-oriented services may be mapped to (parts of) busi-
ness processes, thus allowing new internal and external users to access processes,
replace business functions, reorganize processes, or build new business function-
alities from existing services.

In order to design services or processes in an SOA, it is necessary to identify
and comprehend the business aspects of an organization [10]. Thus, the IT per-
spective of SOA is strongly related to its business perspective. Otherwise, there
is also a strong relationship between the business side and SOA. SOA enhances
the agility and flexibility of companies, making it possible to offer new products
and services. As a result, business processes might have to be adapted in order
to tap the full potential offered by service-oriented technologies [11].

Today, the technology most commonly associated with the implementation of
SOA are Web services. With standardized Web service technologies like SOAP
[12], WSDL (Web Service Description Language [13]) or UDDI (Universal De-
scription Discovery and Integration [14]) it is possible to apply service-oriented
concepts on the Web [15].

2.2 Current State of Research on SOA and the Banking Industry

The banking industry is often recognized as a technology leader in terms of its
early utilization of new information technologies (e.g., [2,16]). In the following,
we briefly present effects of SOA on banks.

Most commonly mentioned benefits of implementing an SOA include the abil-
ity to build agile enterprise systems architectures, which are able to support
business flexibility and organizational speed. Adaptation and active application
of service-oriented technologies are the foundation for transforming a business
model (e.g., by realizing new outsourcing strategies) [9]. Furthermore, service-
oriented technologies are considered to be able to solve strategic challenges like
application integration, value reconfiguration processes, value preservation after
mergers and acquisitions, and enable more agile forms of IS development [17].

Rabhi et al. state that banks especially benefit from the implementation of an
SOA due to the reusability of services across several business processes and the
ability to provide legacy system functionalities without exposing underlying log-
ics. On the other hand, SOA involves performance drawbacks and requires extra
development time due to the need to develop additional service wrappers [2].
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Homann et al. dwell especially on the evolution from the formerly monolithic
value chain towards a more fragmented value net in which separate activities
(i.e., services) have to be fulfilled by specialized entities. Accordingly, infor-
mation systems have to be coupled in order to enable communication within
companies and between an organization and external partners. SOA provides an
approach which reduces the complexity and costs of these requirements [18].

Apart from these academic considerations, there are several examples where
banks have already implemented an SOA. For example, Credit Suisse began de-
ploying service-oriented concepts in 1998 in order to uncouple their platforms and
functional groups of applications [19,20]. The primary objective was to reduce
the complexity of Credit Suisse’s IT ecosystem, thereby increasing its compre-
hensibility. The system landscape was partitioned into 90 components, hence,
instead of administrating a large and complex landscape, it is now possible to
manage smaller and less complex components on the one hand and clearly de-
fined interfaces on the other hand.

While Credit Suisse is a large organization with its own internal IT manage-
ment, a large portion of the German banking industry consists of local savings
banks and credit unions which outsource most of their IT infrastructure to data
processing service centers established by their umbrella associations. Sparkassen
Informatik for example, provides such IT services supporting more than 230
German savings banks. As a result of its large number of customers, the appli-
cation landscape is highly distributed and heterogeneous. In order to tackle the
challenges due to the centralized character of the application landscape (e.g.,
the fast and inexpensive business process integration between Sparkassen Infor-
matik and the savings banks or a highly heterogeneous front end landscape) a
Web services-based SOA was implemented in order to meet IT strategy require-
ments, e.g., minimization of interfaces required, decrease of data transferred, and
reduction of development efforts by minimizing interface complexity [3,4].

2.3 Related Work

To the best of our knowledge, this is the first ever survey to analyze the impact of
SOA on the German banking industry in detail. However, surveys have been con-
ducted which are related to our study regarding content. ibi research (University
of Regensburg, Germany) interviewed 21 IT architecture experts from German
credit institutions and other related industries (e.g., Deutsche Bank, Credit Su-
isse, and SAP) in 2005 [21]. While there are certain similarities between this
survey and our approach, the focus of these surveys differ especially concerning
IT architectures, which is examined in more detail within our study. Further-
more, ibi research interviewed employees of large banks and companies primarily,
while we invited CIOs, CTOs, IT architects, and enterprise architects from the
1001 largest (including smaller and medium-sized) German banks to participate
in our survey. Major results of ibi research include the following findings [21]: 1.
Cost reductions are the primary goal of SOA. 2. SOA is the foundation for an
efficient collaboration between business and IT departments. 3. SOA exceeds the
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pure technological aspects and includes functional architecture, organizational
structure and a governance model.

While these findings helped to describe the current implementation efforts of
German financial institutions, the study did not evaluate whether SOA is the
most qualified application architecture paradigm to fulfill the requirements of
the financial industry.

Another brief analysis of SOA in the German financial industry was carried
out by Fraunhofer IRB in 2005 [22]. Furthermore, non-academic surveys – e.g.,
by Infoworld and Gartner – investigated SOA among other topics, in 2005 and
2006 respectively [23,24].

3 Methodology and Sample Characteristics

Within this section, the methodology used is discussed. In addition, we present
the characteristics of the target audience of this survey.

3.1 Methodology

As mentioned in Sect. 2, we identified nine statements which formed the foun-
dation for our questionnaire [25]:

– A company has to adopt an SOA if it wants to stay competitive and achieve
continuous growth.

– The active adaptation and use of an SOA enforces innovation in a company’s
processes and products.

– Flexible and agile business processes are only possible if an SOA is adopted.
– The SOA paradigm is a holistic approach not limited to IT or business only.
– Companies have a need for action regarding SOA.
– The SOA paradigm will have an impact on both the development of custom

software and standard software.
– Service-orientation is a critical success factor for future outsourcing activi-

ties.
– SOA offers protection of investments.
– The adaptation of service-oriented technologies leads to cost reductions.

For this survey, the 1001 largest banks in Germany were chosen, based on their
total assets as reported officially in 2003. All banks were contacted by phone
to identify possible participants. This group of contacts included CIOs, CTOs,
IT architects, and enterprise architects of the banks selected. We identified one
contact per bank. As a large number of banks does not participate in surveys in
general and a number of people contacted were not able to participate due to
time constraints and other reasons, we invited 288 out of 1001 banks to fill out
our online questionnaire made up of 27 questions with more than 120 variables.

In total, 52 analyzable questionnaires were returned. This equals a response
rate of 18.06% among the invitees and 5.19% among the 1001 largest banks.
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Table 1. Participants

1001 largest banks Rate of return

German banks Number Percentage Number Percentage

Commercial banks 51 5.09% 5 9.62%
Credit unions 495 49.45% 32 61.54%
Savings banks 455 45.45% 15 28.85%

Total 1001 100% 52 100%

3.2 Sample Characteristics

The German banking industry is divided into three types of banks: commercial
banks, credit unions, and savings banks. While credit unions and savings banks
often supply their products to customers within a certain geographical area,
commercial banks are not limited to any particular region.

As shown in Table 1, the rate of return of commercial banks and credit unions
is higher than expected while the rate of return of savings banks is lower than
expected. A contingency analysis showed that the distribution of participating
banks did not match the distribution in the basic population of the 1001 largest
German Banks. Hence, the distribution of the banking groups is not representa-
tive (cp. Sect. 4.4).

In order to analyze the data with reference to the previous knowledge of
the participants, we asked for a self-assessment regarding the concepts/terms
service-orientation and SOA. The evaluation scale spans from “not familiar” to
“familiar” on a five-point Likert scale. As shown in Fig. 1, almost 77% of the par-
ticipants are “to some extent familiar” with the concept of service-orientation,
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Fig. 1. Familiarity with the concepts Service-orientation (n1=51, μ1=3.41, σ1=1.31)
and SOA (n2=52, μ2=3.00, σ2=1.15)



72 S. Schulte et al.

about 51% are even “quite familiar” or “familiar” with this concept. By exam-
ining the results of the SOA concept, the figures are similar, with nearly 71% of
the participants being familiar with this concept “to some extent”. Nearly 32%
are “quite familiar” or “familiar” with the concept SOA.

4 Empirical Results

In the following results from our survey are presented. First, the current and
future relevance of requirements on IT architectures are assessed in Sect. 4.1.
Subsequently, the status quo of SOA adaptation in the German banking indus-
try is presented. Section 4.3 introduces restrictions for the adaptation of SOA.
Limitations and the transferability of our results are considered in Sect. 4.4.

Table 2. Classification of criteria

Criterion is met Criterion Effect of SOA implem-
by an SOA is partially entation on criterion

met by an SOA is difficult to measure

Flexibility of business processes X
Turnover increase X
Cost savings X
Reduction of time-to-market X
Integration potential X
Scalability X
Reduction of risks X

4.1 Assessment of Current/Future Relevance of Requirements on
IT Architectures

Seven core requirements of banks on IT architectures were identified by a panel
of experts before the actual empirical study. As not all criteria can be met to
the same degree by an SOA, the requirements were classified by their feasibility
to be met by an SOA (cp. Table 2).

Participants of our study separately assessed the current and future relevance
of the seven requirements. The evaluation scale spans from “not relevant” to
“most relevant” on a five-point Likert scale.

As shown in Table 3, the criterion cost savings has the highest mean of all
specified requirements. The relatively low standard deviation of 0.65 (current
relevance) and 0.61 (future relevance) establishes the particular relevance of this
criterion. More than 90% of the survey participants deem cost savings “relevant”
or “most relevant”. There are no significant deviations of means between the dif-
ferent groups of banks presented in Sect. 3.2. While the criteria flexibility of busi-
ness processes (µ1=3.96, µ2=4.31) and reduction of risks (µ1=3.92, µ2=4.33)
have significant impact, turnover increase (µ1=3.60, µ2=4.04) and reduction
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Table 3. Relevance of requirements on IT architectures (n=52)

Current relevance Future relevance Difference

μ1 σ1 μ2 σ2 Δμ Δσ

Cost savings 4.35 0.65 4.46 0.61 +0.11 -0.04
Flexibility of business processes 3.96 0.79 4.31 0.73 +0.35 -0.06
Reduction of risks 3.92 0.95 4.33 0.73 +0.41 -0.22
Turnover increase 3.60 0.98 4.04 0.84 +0.44 -0.14
Reduction of time-to-market 3.58 1.00 3.87 1.03 +0.29 +0.03
Scalability 3.40 0.87 3.62 0.93 +0.22 +0.06
Integration potential 3.33 1.00 3.25 1.23 -0.08 +0.23

of time-to-market (µ1=3.58, µ2=3.87) are of secondary importance. Scalability
(µ1=3.40, µ2=3.62) and integration potential (µ1=3.33, µ2=3.25) feature the
lowest means amongst the requirements observed.

Except for integration potential, all means observed are significant deviations
from the expected value “to some extent relevant (3)” at the 0.01 level. The
mean of integration potential is a significant deviation at the 0.05 level for the
current relevance, but there is no significant deviation from the expected value
for the future relevance of this requirement.

When comparing the results of this part of our survey with the classification
presented in Table 2, the results have to be analyzed critically. Integration po-
tential, which is one of the both criteria presented that is definitely met by an
SOA, is rated as less relevant than any other criterion. The criteria reduction of
time-to-market and scalability, which are partially met by an SOA, are relatively
unimportant, too.

Beside integration potential, flexibility of business processes is the second re-
quirement definitely met by an SOA within the context of this study. Only
the requirement cost savings is rated more relevant than flexibility of business
processes. This shows that a large part of the banking industry attaches great
importance to flexible business processes. Consequently, this requirement has to
be met by an application architecture.

Otherwise, integration potential is rated as more relevant by commercial banks
than by savings banks and credit unions, with means of 4.00 (current relevance)
and 4.40 (future relevance). The mean of future relevance has a significant devia-
tion at the 0.05 level from the mean of all savings banks and credit unions (3.13).
Regarding the future relevance, reduction of time-to-market is also assessed more
relevant by commercial banks (mean of 4.60) than by all other banks (mean of
3.79) with a significant deviation at the 0.10 level. The attitude of different
banking groups towards individual requirements is depicted in Fig. 2.

The higher need for integration in commercial banks might be explained by the
different IT strategies of savings banks and credit unions. While last-mentioned
groups of banks often outsource most of their IT department to data process-
ing service centers established by their umbrella associations, commercial banks
mostly operate their own IT infrastructure and do not outsource to the same
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Fig. 2. Relevance of requirements on IT architectures

extent. However, outsourcing is part of the IT strategy of commercial banks,
too.

Therefore, IT architecture experts from commercial banks have an increased
recognition for the need to integrate (legacy and other) systems. Furthermore,
integration potential is especially needed if a bank has to deal with mergers and
acquisitions. This explains the higher requirement for integration in commercial
banks, too, as mergers and acquisitions are rather a characteristic of the business
model of commercial banks than of credit unions or savings banks.

4.2 Status Quo of SOA Adaptation in the German Banking
Industry

Apart from general requirements on IT architectures and reasons against SOA
adaptation (cp. Sect. 4.3), we examined the current status of SOA implemen-
tations in the German banking industry. The participants were requested to
estimate the progress of the adaptation of SOA in their company. As shown in
Fig. 2, 30.77% of the participants state that their organizations plan an SOA
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Fig. 3. Status quo of SOA adaptation in the German banking industry

implementation, are currently implementing an SOA or have already imple-
mented an SOA. Further 25% consider an implementation interesting.

Although the acceptance of SOA in the surveyed banks seems to be surpris-
ingly high with nearly one third of the banks bringing an SOA into operation or
already operating an SOA, it should be taken into account that the propagation
of service-oriented technologies in the German Banking Industry is promoted
either by external parties (e.g., data processing service centers or consulting
companies) or by internal IT departments. For example, Sparkassen Informatik
(see before) supports one tenth of the German banking industry (or half of all
savings banks) with its Web services-based SOA [3,4]. Otherwise, it should be
noted that only 13.33% of the participating savings banks claim that they al-
ready have an SOA in production.

This data conflicts with the assumptions we made earlier and should be further
observed in the future. One possible explanation for this discrepancy between
estimated and actual values could be the low visibility of technologies in use in
the data processing service centers. Nevertheless, the results show the extensive
distribution of SOA in German banks with 11.54% of all participating banks
operating an SOA.

Concerning the different banking groups, our presumptions from Sect. 4.1 re-
garding the higher need for SOA-related requirements in commercial banks are
confirmed (cp. Fig. 3). 60% of the commercial banks plan an SOA implemen-
tation or have already implemented an SOA. The percentage of credit unions
planning or currently performing an SOA implementation or running an SOA is
considerably lower (21.88%). With 40%, the percentage of savings banks ranges
between the values for the other banking groups.
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4.3 Restrictions for the Adaptation of SOA

While the results from Sect. 4.1 and Sect. 4.2 indicate that SOA meets the
requirements of German banks and is already well distributed in this sector, a
large percentage of banks also have no plans to or interest in adapting service-
oriented technologies at the time of the survey.

Prior to the actual empirical study, the following possible reasons for the lack
of interest in SOA were identified by a panel of experts:

– SOA-technologies are not standardized
– Lack of experience in the SOA field
– Short-/medium-term benefits are not identifiable/measurable
– Insufficient budget
– Assumptions about the future market environment do not apply
– Organizational restrictions
– Strategic restrictions

Table 4. Restrictions for the adaptation of SOA

Overall Commer- Savings Credit
n=52 cial banks banks unions

μ1 σ1 μ2 σ2 μ3 σ3 μ4 σ4

Lack of experience 3.52 1.13 3.00 1.22 3.20 1.37 3.75 0.95
Organizational restrictions 3.23 0.90 3.60 0.89 2.93 0.88 3.31 0.90
Technologies are not standardized 3.13 1.01 2.80 0.84 3.27 1.10 3.13 1.01
Insufficient budget 3.06 0.98 2.60 0.55 2.67 0.90 3.31 1.00
Short-/medium-term benefits
are not identifiable 3.04 1.01 3.00 1.41 2.73 0.88 3.19 1.00
Strategic restrictions 2.94 0.89 2.60 0.89 2.67 0.90 3.13 0.87
Assumptions about the future
market environment do not apply 2.62 0.93 2.00 1.00 2.33 0.82 2.84 0.92

The participants of our study assessed these cases on a five-point Likert scale
spanning from “does not apply” to “applies”.

As shown in Table 4, lack of experience in the SOA field has the highest mean
(µ1=3.52) of the identified obstacles. Organizational restrictions (µ1=3.23) and
the assumption, that SOA-technologies are not standardized (µ1=3.13) show
relatively high means, while insufficient budget (µ1=3.06) and non-identifiable
short-/medium-term benefits (µ1=3.04) are of secondary importance. Strategic
restrictions (µ1=2.94) and incorrect assumptions about the future market envi-
ronment (µ1=2.62) feature the least means of all reasons identified.

The observed means for lack of experience and incorrect assumptions about
the future market environment are significant deviations from the expected value
“neutral (3)” at the 0.01 level, the mean of organizational restrictions is a signif-
icant deviation at the 0.10 level. There is no significant deviation for the means
of the remaining criteria.
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IT experts in the field of SOA (i.e., participants that considered themselves
to be familiar with SOA in Sect. 3.2) assess the reasons of non-standardized
technologies (mean of 2.40) and non-identifiable short-/medium-term benefits
(mean of 2.00) significantly lower at the 0.05 (technologies) respectively 0.10
(benefits) level than all other participants (means of 3.21 and 3.15).

The different banking groups also assessed the particular reasons very dis-
tinctly. Credit unions tend to rate most criteria higher than savings banks, while
commercial banks tend to evaluate most criteria lower. It should be noted that
organizational restrictions are exceptional as commercial banks rate them higher
than any other banking groups. Furthermore, this criterion possesses the highest
mean of all criteria for commercial banks (cp. Table 4).

As a result, the means of credit unions for the reasons of non-standardized
technologies and incorrect assumptions about the future market environment are
significantly higher at the 0.05 level compared to other banks. Furthermore, the
reasons lack of experience and insufficient budget are significantly higher at the
0.10 level. Especially the lack of experience in the SOA field confirms the finding
from Sect. 4.2 that SOA is less distributed in credit unions compared to other
banking groups.

4.4 Limitations and Transferability of Results

There are two limitations on the research presented. First, the survey data was
collected at a specific point of time (i.e., at the end of 2006 and the beginning
of 2007) and therefore provides a snapshot perspective. Future rollouts of this
survey will show the development of SOA in the banking industry and if the
SOA adaptations planned in banks have been realized.

Furthermore, generalization made from the data collected is limited due to the
low response rate of 5.19% from the 1001 banks in scope. Besides, the distribution
of participating banks within the banking groups does not match the distribution
of banking groups for the 1001 largest German banks (as mentioned above).

However, we still believe that the results are able to provide insight into
application architectures within the German banking industry. This industry is
largely characterized by its organization into three banking groups, but continues
undergoing massive changes due to regulations and adjustments in the market.
As we analyzed the results within each banking group, it is possible to transfer
the results for commercial banks to countries that are more characterized by,
e.g., commercial banks. Nevertheless, the results are only indicative for other
industries or countries.

5 Summary and Future Work

In this paper, we have presented results from a survey we conducted among CIOs,
CTOs, IT architects, and enterprise architects from Germany’s 1001 largest
banks. The goal of this survey was to identify whether SOA is regarded as a
major trend or mere hype within the German banking sector.
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It has been shown that the criteria requested by banks are difficult to measure,
i.e., cost savings, reduction of risks or turnover increase. Flexibility of business
processes, which is a typical characteristic of SOA, is also requested. Otherwise,
SOA-typical requirements like integration potential and reduction of time-to-
market are requested by commercial banks in particular, while these criteria
only play a minor role for the German banking industry by large. This indicates
that SOA is especially suited to fulfill the requirements of commercial banks.
This assumption is further supported by the fact that SOA is already more
widespread in commercial banks compared to credit unions. Furthermore, credit
unions tend to assess reasons against SOA adaptation more strongly than all
other banks.

Therefore, we interpret that SOA is already more than just a hype for com-
mercial banks.

However, SOA is not relevant for every banking group to the same extent.
While commercial banks seem to be technology leaders [2,16], especially credit
unions are currently not adopting the SOA paradigm. It is most likely that the
divergences between the banking groups result from the different expectations
these groups have towards an IT architecture. Credit unions and savings banks
often do not operate an extensive application architecture. Hence, these banks
do not have a need for integration potential or scalability of a particular IT
architectur paradigm. This assumption is supported by the presented data. As
a result, in order to answer the question if SOA is a major trend or hype for the
whole German banking industry, it should be investigated in what way credit
unions and savings banks might benefit from the SOA paradigm.

It seems reasonable that SOA-related projects have already been set up or will
be initiated in credit unions (and savings banks) by the service organizations es-
tablished by their umbrella associations. In order to investigate the propagation
of service-oriented technologies in these banking groups, we will set up a multi-
participant case study in cooperation with the E-Finance Lab e. V. and IBM.
This case study addresses the service organizations of both the credit unions and
savings banks. The goal of this case study is to analyze the different strategies
that service organizations follow while implementing SOA, as well as the impact
of SOA implementation on affiliated credit unions and savings banks.

As aforementioned, the survey presented provides a snapshot perspective.
Therefore, we intend to conduct further surveys in the following years in order
to show the development of SOA within the German banking industry. While the
intention of the presented survey was to get an overview of SOA in the German
banking industry, future surveys and case studies will have a different focus, e.g.,
the actual value creation of SOA.
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Abstract. The importance for organizational performance of aligning IT and 
organizational change is well recognized in the empirical literature [1], [2], [3] 
and there are many theoretical approaches that focus on this subject. In this 
study we use an emergent perspective [3], [4], [5] to show how IT capabilities 
can help management in strategic planning involving organizational change. 
The organizational change is studied according to process-level research [6] and 
the findings describe how IT capabilities can drive this change. The context for 
our study is the Italian financial industry in its bid to be compliant with the 
MiFID directive. The method combines quantitative (questionnaire) and 
qualitative (focus groups) analysis to achieve reliable evidence and results. The 
sample is composed of 37 Italian financial institutions and the study focuses on 
theoretical and empirical work. 

Keywords: IT capabilities, organizational change, strategy, banking industry, 
financial markets, MiFID. 

1   Introduction 

This paper, which contributes to the literature in information technology (IT) studies 
and organizations [7], aims to analyze organizational change in the Italian finance 
industry, related to IT capabilities. In recent years this industry has become very 
competitive or, to use Jeffrey Williams’s expression [8], has become a “Schumpeterian 
market”. The occurrence of mergers and acquisitions (M&A) provides strong evidence 
of the rapid process of internationalization that has taken place in European banks since 
the early 1990s. The need to be ever more competitive has driven the European Union 
(EU) to standardize some of the more typical financial services in order to compete with 
US and Asian banking structures. The institutional “tool” typically applied is the EU 
directive. These changes in Europe’s financial systems have had and are having obvious 
consequences in terms of organizational changes in processes, practices and business. 
This article focuses on these changes. In particular, we investigate what has been or 
what might be the contribution of IT to the activity of planning organizational change 
and determining a long run strategy. The need for banks to react quickly to the changes 
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in the environment and the competition reinforces the importance of IT in their bid to 
maintain competitiveness in a complex and dynamic scenario. 

1.1   The Scenario 

Since 2000 the European financial system has undergone major structural changes as 
a result of efforts to harmonize national currencies (introduction of the Euro), credit 
rates according to Basilea II, new payment system (SEPA – Single Euro Payment 
Area) and financial markets (MiFID – Market in Financial System). Each of these 
changes has had a different impact depending on the types of organizations involved, 
on the way that particular financial institutions have chosen to manage the change, 
and on the strategic value they have imputed to these changes. In this paper we 
examine the implications of MiFID for the financial sector from an organizational 
perspective. We aim to study how organizations are managing the process 
implications of MiFID in the new dispositions of the directive, which involve several 
functions and departments (e.g. information systems, trade, compliance, risk 
management, etc.).  

The main effects of the introduction of MiFID have been felt in the financial 
market system and inside-institution trading activity.  

In terms of the financial market system, we can identify three elements that 
represent a break with the old trading system: a) the introduction of different market 
venues, such as MTFs – Multilateral Trading Facilities - and internalizers, that can act 
as “official venues” for exchanging financial instruments; b) the end of the 
“concentration rule”: the directive gives all financial institutions the opportunity to 
trade financial instruments directly, with no need to involve the national “official” 
stock exchanges; c) the need for pre trade (quotations availability in the different 
venues) and post trade (execution price) transparency of the negotiation. The 
objective of this practice is to avoid enfeeblement of the price discovery, in order to 
shelter the investors, especially retail investors. 

The aim of b) is to create a freely integrated infrastructure of financial instruments 
exchange. One of the most important effects is that banks and traders will be allowed 
to choose from a panel of preferred trading venues to which they can direct orders. 
However, because of positive network externalities, the macro-economic scenario 
changes only slowly [9], [10], [11]. Externalities are the costs or benefits arising from 
an economic transaction that accrue to a third party not directly involved in the 
transaction. In financial markets the concentration of such transactions produces a 
benefit for users who can take advantage of economies of scale. In fact, the more that 
financial instruments are exchanged at one concentration point (e.g. a stock 
exchange), the more that scale decreases the costs of each transaction [12].  

The paper is structured as follows: Section 2 presents the theoretical assumptions and 
hypotheses of this research. Section 3 describes the methodology, types of analysis, and 
data correlations. Section 4 focuses on correlation and analysis of the data. Section 5 
provides a discussion of the questionnaire results, illustrated by comments from 
members of the focus group. It concludes by outlining the contribution to the literature, 
areas for future research and the limitations of the present study.  
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2   Theoretical Framework and Research Questions 

2.1   Background 

Following Leavitt and Whistler’s perspective [13] many studies have tried to relate 
and measure IT [14] and organizational change [15] and there are many discussions in 
the literature on their alignment. Organizational performance based on IT is well 
recognized in literature ([1], [2], [3] and the importance of strategic planning and the 
role of IT in making it effective has been highlighted by several scholars [16], [17]. 
Also IT capabilities are well known to be drivers of innovation [18], [19], which 
provide major contributions to the managing of ambidextrous organizations [20], 
[21], [22] in turbulent environments, where organizations need flexibility and agility 
in order to react quickly to fast-changing markets/industries [23], [24], [25], [26]. 

Markus and Robey [27] examined IT and organizational change in studying the 
causal structure of organizational change. Theories have become categorized into those 
privileging the technology (technological determinism, discrete entity tool view, 
autonomous technology), those favoring the social (strategic choice view, web-based 
ensemble models), and more middle ground approaches that take account of socio-
technical and emergent perspectives [3], [28], [29], [30], [4], [31]. In this paper we 
study how IT can influence organizational change according to the emergent 
perspective, [32], [3], [4] looking at both technology and human resources in 
information systems. We consider IT capabilities, which we define according to 
Bharadwaj et al. [1999:379], as a “multidimensional construct encompassing both the 
technical and organizational dimensions”. In detail, and again following Sambamurthy 
and Zmud [33], we contend that IT capabilities are combinations of IT-based assets and 
routines that support the conduct of business in value-adding ways [34], [35], [36].  

The operationalization of this (dependent) variable also follows Sambamurthy and 
Zmud [33], and we measure IT capabilities by looking at a) value innovation, b) 
knowledge work improvements, c) IT-enabled business performance, d) operational 
excellence, e) value-chain extension, and f) solution delivery. We understand IT 
capabilities as being comprised of highly interdependent core assets and routines that 
take on distinctive profiles in their situational execution [37]. 

In measuring IT capabilities we consider “strategic options” (see below) from 
MiFID (independent variable), which involve organizational change.  

Mintzberg [38] identifies three patterns of strategy formulation: deliberate, 
emergent and exercised strategy. In this study we look at deliberate strategy. We 
investigate the projects designed by managers planning process changes, compliant 
actions and re-organization designs in order to align IT resources and new activities 
[39], keeping in mind the operative units and the business needs [40], [41].  

The context we analyzed (MiFID directive, i.e. a modification of the trade process) 
provides scenarios, identified as strategic options from which the banks can choose. 
The impacts on organizational processes and information systems depend on the  type 
of change chosen. According to Anolli and Petrella [42], validated by the interviews 
with banks in the first focus group, we can identify four scenarios: 
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□ broker, a firm that passes orders exchanging financial instruments via 
primary or secondary markets; 

□ systematic internalizer, i.e. an investment firm, which, on an organized, 
frequent and systematic basis, deals on its own account, executing client 
orders outside a Regulated Market or an MTF;  

□ MTF collaboration1 (joins an existing MTF); 
□ MTF (creates own MTF). 

 

Each choice has a consequent organizational change on trade processes (high or low 
organizational impact - measurement is described later in this paper). Our aim was to 
verify that the four strategic options represent an increase in the intensity of change in 
organizational process and IT infrastructure, starting from the first (slight change) 
increasing to the highest level (creating own MTF), which has all the characteristics of 
the first three types (the third level - join existing MTF - involves all the characteristics 
of the first two; the second level involves all characteristics of the first).  

To measure the intensity of change in processes we use existing theory and two 
different process definitions can be found in the literature: (1) a category of concepts 
or variables that pertains to actions and activities, and (2) a narrative describing how 
things develop and change ([43]. Within the first definition, process is typically 
associated with a “variance theory” [44] of change, in which a set of independent 
variables statistically explains variations in some outcome criteria (dependent 
variables). Within the second definition, process is often associated with a “process 
theory” explanation of the temporal order and sequence in which a discrete set of 
change events occurs, based on a story or historical narrative ([45], [46], [47]. We can 
examine the entity of change at four levels: low, medium, high and very high. The 
operational variables considered are: a) number of tasks involved in the change; b) 
level of change in each task; c) how trade process (critical in this study) is modified in 
the number of people employed, extension of the process, importance and role 
compared to other contiguous processes, and elements that impact on it.  

In this research we analyze organizational change in the trade process occurring 
within a bank. The main explanatory variables analyzed are organizational change 
and IT capabilities. We suppose the first to be dependent on the second. 

In order to measure the real connection between IT capabilities and organizational 
change – and in order to verify not only the alignment, but also the role of IT as a 
“driver”– we consider two independent variables that correlate with IT capabilities. 
These are size of institution and relevance of trading in financial instruments for the 
institution. 

Size (S) is measured according to the Bank of Italy classification. The Bank of 
Italy is the central national bank, whose main functions concern banking and financial 
supervision; its objective is to ensure the stability and efficiency of the system and 
compliance with the various banking rules and regulations (MiFID, for instance). This 
is achieved by the bank through secondary legislation, controls and cooperation with 
governmental authorities. The Bank of Italy classifies Italian banks into major, big, 

                                                           
1 MTFs are regulated market and multilateral systems They can be operated by the operator of a 

Regulated Market or an investment firm. MTFs do not have the same obligations concerning 
financial instruments in their quotations, and there are no specific requirements regarding 
authorization for the operation of an MTF. 
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medium and small institutions based on the average amounts of funds exchanged 
annually.  

Business relevance of trading in financial instruments (T) is operationalized in six 
items: a) number of people employed in the trading process; b) number of operations 
(executed orders) in a particular time unit –1 year; c) volume of total orders executed; 
d) number of clients in trading area; e) growth of trade in financial instruments 
business in previous 5 years; and f) percentage of financial instruments traded in 
Italian banking industry.2 All items were researched via the questionnaire (see 
method, infra). The data were collected from the responses to 12 questions, grouped 
in six categories. (See data analysis in section 4). 

The assumptions made in this analysis in terms of the two independent variables 
mentioned above, are that a bank’s organizational size (S) and relevance of trading in 
financial instruments (T) both, are positively related to the availability of the 
resources that a firm can allocate to organizational changes. In other words, the bigger 
the organization, the more resources it can make available to accomplish any change, 
and the more important trading is for the organization, the more it can invest in its 
“core business”. 

Consequently, we show that IT capabilities can drive strategic planning involving 
organizational change. 

Consistent with these statements, the main research questions are: 
 

□ Is organizational change related to higher or lower levels of IT capabilities 
in organizations? 

□ Is organizational change driven by IT capabilities? In other words, a) is 
there a relationship of cause and effect between IT and organizational 
change; and b) is IT capabilities the independent variable that most 
conditions strategic planning involving organizational change? 

 

Our aim is to verify synthetically the existence (or not) of interactions between IT 
capabilities (IC) and strategic organizational change (OC), and compare them to the 
interactions between IT capabilities and organizational size and trading in financial 
instruments (S, T). This allows us to correlate the variables and formulate our first 
hypothesis: 
 
Hypothesis 1: IT capabilities and strategic planning of organizational change are 
positively related: the higher the IT capabilities, the stronger will be  the change. 
 

The second hypothesis refers to the relation between IT capabilities (dependent) and 
the independent variables (S) and (T). 

The strategic choices of decision makers and the contribution of the main activities 
of a firm and their directions are more disposed to giving funds and resources to units 
that contribute more to general organizational performance. 

We want to find whether the size (S) and the trading (T) variables are related to IT 
organizational change and if so, how much or how intensely. In other words, we want 
to discover whether strategic choice is managed by one or both of the above 
mentioned variables. 

                                                           
2 Source: Bank of Italy. 
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If this second hypothesis is confirmed then we can say that, in this context 
(implementing MiFID), IT capabilities drive strategy and generates OC measured at 
the level of IT capabilities, in other words: 
 

Hypothesis 2: a) Size (S) and b) trading in financial instruments relevant to a bank 
(T) are not related (or are only weakly related) to the organizational change strategy. 

3   Methodology 

Field of the research 
The research field is the financial industry. We had data on 40 financial institutions, 
37 of which agreed to take part in the study. Our methodology includes a 
questionnaire and two focus groups, both of which tools are described later. 

The total amount of traded financial instruments represented by the institutions in 
the sample is the 54.5% of the total volume in Italy. The data are based on the average 
value of the financial instruments exchanged (46%) and the number of transactions 
(63%). The high number of operations compared to the amount of value exchanged is 
because, within our sample, most of the institutions (80%) are retail banks, so the 
amount-per-transaction is low and the number of transactions is high. We did not 
deliberately choose retail institutions over other kinds of financial institutions, but 
retail banks seem to have higher impacts in organization and process within the 
MiFID due to the need to respect best execution dispositions3 (art. 21, Directive 
2004/39/CE; art 44, Directive 2006/73/CE). Best execution dispositions must be 
respected when brokering with small clients (retail and professional clients), but not 
when brokering with institutions, referred to in the Directive as eligible counterparties 
(art. 50 Directive 2006/73/CE). 

The survey participants were mainly IT professionals, trading officers and 
compliance officers4. All are responsible for decisions related to organizational 
change in implementing MiFID and within their firms have the greatest influence on 
investment directions and strategic choices (see further the “MiFID scenarios”). 
 
Analysis tools 
The data are derived from the responses to a semi structured questionnaire and notes 
taken at the three focus groups the first of which was held before the questionnaire 
was administered. 

1) Questionnaire: the 12-page semi-structured survey included 45 questions, 36 of 
which were multiple choice questions. The questionnaire provided a brief description 
of the main research activities of our research center in order to familiarize the 

                                                           
3 Best execution (BE) can be defined as follow: In order to give effect to that policy (BE rules), 

an investment firm should select the execution venues that enable it to obtain on a consistent 
basis the best possible result for the execution of client orders. An investment firm should 
apply that policy with a view to obtaining the best possible result in terms of the total 
consideration, representing the price of the financial instrument and the cost related to 
execution (art 44, Section 2, Title II). 

4 Compliance officers are those individuals responsible for implementing new laws/directives 
of the EU dispositions in financial institutions. 
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respondents with our approach, to inform them that we are a university research 
center interested in scientific methods for eliciting evidence that can be  generalized. 
The scale for the multiple choice questions was 1 to 5; nine questions were controls to 
validate responses on the aspect of coherence. The tool we used to decide about the 
level of consistency of the responses was a pre-designed control decision tree system. 
We rejected questionnaires where up to two of the nine control questions were 
unanswered. All questionnaires with responses to all nine control questions were 
included in our analysis.  

The questionnaire had three sections: a) a first group of questions designed to 
extract personal data from the respondent and also information about the firm (e.g. 
institution, function in the institution, type  of firm – retail bank, investment bank 
etc… size, according to the ABI classification – see above, par. 2.1). Employees of 
banks belonging to a group were asked to respond for the group in terms of politics, 
strategy and market/business decisions and trends. This first section aimed at 
establishing the status of the bank’s technology and organizational processes, 
focusing especially on data integration systems, customer registry management, 
database architecture and the connection between processes and information systems. 
A specific objective was to extract information about the level of automation of the IT 
infrastructure.  

b) the second section was also related to the technology, but was focused on the 
impacts of MiFID on organizational processes (e.g. matters concerning best 
execution, client classification, etc. …) and on the organizational departments and 
offices involved in managing MiFID: e.g. first and foremost compliance, but also risk 
management, internal audit, information systems. 

c) the third section asked about strategic options/strategic settings resulting from 
implementation of the directive. We wanted to find out about the bank’s choices.  

In addition to the choices made by their banks, respondents were asked about each 
scenario and possible strategies, expected impact on organizational structure, 
functions, offices, departments and business. Many of these (qualitative) answers 
required clarification in the second focus group meeting. 
 

2) Focus groups were facilitated by the authors and were structured as follows: 
a) the first meeting provided us with knowledge about the primary needs and 
difficulties of financial institutions in implementing MiFID –organizational and IT 
setting problems. We used this information to identify the variables and to build the 
questionnaire. A presentation from a technology firm (Datamat Spa) regarding the 
importance of knowledge management of client data, helped us and the sample to 
focus on the main organizational problems involved in changing the structure in order 
to be compliant with the directive; 

b) in the second meeting we presented the main evidence derived from the 
questionnaire. The IT capabilities and strategic choices of the banks were discussed. 
This second meeting helped us to operationalize the qualitative answers to items; 

c) the third focus group allowed us to make a final validation of the results. 
Data 

1) data were collected from the responses to the questionnaire and discussions in the 
focus groups. The questionnaire was administered by email a few days prior to the 
telephone interviews, to allow respondents time to obtain specific information (e.g. 
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percentage of securities portfolios, number of employees in a particular department, 
etc. …). The focus groups were taped. 

2) Data processing and analysis consisted of three steps: 

 a) editing: we conducted quality control of the questionnaires to ensure that the 
information on the questionnaire schedule was in the right form to be transferred to 
the computer for analysis [48]. 
 b) coding: we assigned numbers and symbols to the variables categories.  
 c) once the data were entered electronically, they were cleaned, i.e. we identified 
and resolved errors in data coding and transmission to the computer. We regarded this 
as an essential process that would also identify any respondent-related errors. We 
used a consistency checking process á la Sonquist and Dunkerberg [49:215]. The idea 
was to see whether the responses to certain questions were related in reasonable ways, 
to responses to particular other questions.  

3) tools of analysis, which included: a) the mean used as the “balancing” point in a 
distribution (arithmetical average, calculated by adding the responses and dividing them 
by the total number of respondents);. b) median (midpoint in the distribution – the value of 
the middle response; half of the responses were above it and half were below); c) mode 
(the value or category with the highest frequency); d) range, the statistical difference 
between the lowest and highest values, usually reported by identifying these endpoints; d) 
standard deviation – a measure of the average spread of observations around the mean; e) 
cluster analysis, to analyze the effect of one ratio variable on another. 

This generated a total of 86 graphs and diagrams, based on three data tables, the 
biggest of which had 159 rows and 846 columns. The instruments (software) we used 
were Excel and SPSS. 

4   Data Analysis and Findings 

Our data analysis involved iterative comparisons of theory and data. The first step 
included editing and summarizing the responses (coding), data entry, and error 
checking (cleaning). Some of data processing occurs during data collection in 
computer-assisted surveys. The second step, as in Broh’s [48] analysis, involved 
inspection and modification: inspection is designed to provide a clearer picture of the 
data in order to determine appropriate statistical analysis and necessary data 
modification. The third step involved empirically testing the relationships theorized. 

The two hypotheses in this study compare IT, size, and trading relevance to 
organizational change. We argue that only IT capabilities is strongly connected to 
strategic planning for organizational change. 

4.1   Data Presentation 

The main results are presented below: 

IT capabilities 
IT capabilities are measured by features of IS and human resource competences and 
skills, as described above (see section 2). The groups represent four different degrees 
of IT capabilities, identified by the cluster analysis, the results of which are presented 
in Table 1. 
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Table 1. Cluster analysis of IT capabilities 

 labels/
var. 

V.1 V.2 V.3 V.4 V.5 V.7 Avg Var (*) Valid 

IC_1 0,27 0,21 0,39 0,21 0,17 0,41 0,27 0,00848 OK 

IC_2 0,31 0,31 0,48 0,33 0,27 0,55 0,363 0,00875 OK 

IC_3 0,64 0,61 0,77 0,63 0,71 0,61 0,661 0,00348 OK 

IC_4 0,75 0,79 0,82 0,69 0,77 0,68 0,75 0,00256 OK 

        (*)Validation < 0,01 
 

Below, the percentage of banks for each IT capabilities degree: 
 

□ IC_1 is low level of IT capabilities (39%); 
□ IC_2 is medium level of IT capabilities (31%); 
□ IC_3 is high level of IT capabilities (15%); 
□ IC_4 is very high level of IT capabilities (15%). 

 

Our aim is to verify whether the strategic choices made to be compliant with MiFID 
are (or are not) related to the clusters described above. 
 

Strategic choice 
Level of planned organizational change is represented by the strategic choice made by 
the financial institutions. We identified four main scenarios related to compliance 
with MiFID (see before), which represent the accumulation of OC involved. The 
distribution of the financial institutions is synthesized below: 

 

□ 62% low level of organization change (broker); 
□ 15% medium level of organizational change (systematic internalizer); 
□ 8% high level of organizational change (MTF collaboration); 
□ 15% very high level of organizational change (MTF – create own). 

 

Below we provide the results of the other two variables, in order to discuss their 
relation with IT capabilities and strategic choice. 
 

Size 
As already mentioned, we used Bank of Italy size classifications. The size distribution 
was as follows: 

 

□ 47% small; 
□ 18% medium sized; 
□ 20% large; 
□ 15% very large. 

 

Relevance of Trading 
The relevance of the trading-business (T), whose value was explained above in the 
methodology, is represented in detail in Table 2. 
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Table 2. Cluster analysis of the relevance of trading activity (business) 

 labels/
var. 

V.1 V.2 V.3 V.4 V.5 V.6 Avg Var Valid 

T_1 0,28 0,41 0,4 0,31 0,28 0,27 0,225 0,00439 OK 

T_2 0,41 0,5 0,44 0,54 0,38 0,38 0,433 0,00530 OK 

T_3 0,57 0,67 0,71 0,79 0,79 0,74 0,71 0,00753 OK 

T_4 0,82 0,79 0,81 0,94 0,85 0,89 0,850 0,00316 OK 

    (*) validation >0,01 

 
V.1, V.2, V.N are operationalizations of the questions/responses (see section on 

variables for further details) we drew on to achieve the B variable measure and 
percentage: 
 

□ low relevance 39%; 
□ medium relevance 31%; 
□ high relevance 15%; 
□ very high relevance 15%. 

4.2   Verification of our Hypotheses 

Validation of HP1 is in the relation between IT capabilities and strategic choice 
(merging Table 1 and strategic choice, from the results shown above) depicted in  
Fig. 1, which we can see are strongly related. The matrix in Fig. 1 shows that the 
distribution of financial institutions is in the main split between the first and third 
quadrants. 

 

Fig. 1. Validation of HP 1 

HP1 (supported): as expected, low and medium IT capabilities correspond to low and 
medium planned organizational change (strategic choice). The second and fourth 
quadrants of the matrix are almost empty. Our expectation was that it would be likely 
that institutions with high IT capabilities could choose a strategic option involving 
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high organizational change, and vice-versa. IT capabilities and strategic choice are 
strongly related. 

In terms of HP2 we argue that IT capabilities drive organizational change, for the 
reasons outlined below. To verify this hypothesis we compared the strategic choice 
with the independent variables (S) and (T). 

HP2-a is supported: i.e. size is not related to strategic choice. In other words we 
assume that major or large financial institutions do not necessarily choose strategic 
options that involve wide ranging organizational change. However, small organizations 
may be involved in major organizational change. Fig. 2 depicts the dispersion and sizes 
of institutions. The bigger the circle, the larger is the organization.  
 

 

Fig. 2. Validation of HP 2a 

HP2-b is supported: i.e. business relevance in financial institutions is not related to 
organizational change. We assume that strategic choice is not driven by the higher 
importance of the trade business in a specific organization. Fig. 3 depicts the 
dispersion of the different kinds of institutions whose profits are more or less based 
on financial trading. The bigger the circle, the more important is financial trading for 
the firm. 
 

 

Fig. 3. Validation of HP 2b 

5   Discussion and Conclusions 

We can state that in the banking industry, IT capabilities has more influence on an 
organizational change strategy than size and specific business interest. There are 
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many reasons why exploiting MiFID (strong change, high strategic choice) is 
important: in a long-term perspective, the end of the concentration rule on national 
exchange authorities provides a free market, enabling first movers to gain advantages. 
Within this scenario, international alliances and agreements (such as MTF) can create 
market exchange channels with lower transaction costs. Also, the bigger the firm (in 
the sense of being a market maker) the greater is its contracting clout. And, finally, 
banks can increase their reputation and acquire more clients from trading, which will 
increase the use of other banking services.  

But, the choice of how to operate within the MiFID is not easy and it seems that 
availability of funds is not a deciding factor. Choices must be made based on 
resources and “core competences” [50]. There are many problems involved in 
decision making, most of which – as argued by the authors – are determined by higher 
or lower levels of IT capabilities.  

First there is a restriction on time in decision making related to organizational 
change [51]. In our study firms were forced to comply with the MiFID dispositions in 
the short run. The quality of decision making depends heavily on time [52]. Based on 
the reports from participants in the second focus group meeting, we can state that the 
capabilities of IT strongly influences decisions made under time pressures because: a) 
availability of data makes decision making easier, because it allows managers to have 
deeper knowledge about their own organizations and, in the banking context, provides 
better information about micro-processes [53]. The changes required by MiFID imply 
major changes to micro-processes, such as the setting up of smart order routing (SOR) 
platforms5 to execute financial transaction; b) decision makers can get a clearer 
picture of the status of their businesses (e.g. types of clients, their ratings and 
aggregate values, type of transaction favored by clients, etc…) which will inform 
optimum choices related to organizational change. This information should be 
available within any organization, but the faster it can be accessed the more effective 
will be decisions that are made. Obviously, infrastructure alone is not enough to 
manage good decisions but, according to Orlikowski [54], [28], both IT and its 
usability are fundamental for the best performance in decision making in time 
constrained conditions. This is in line with our data analysis and hypotheses. 
Evidence demonstrates that firms lacking a clear picture of their firms, and important 
firm data and knowledge, will not make radical changes to their organizations. Lastly, 
but no less important, IT governance processes (IT business value, business IT 
strategic thinking, business process integration) are fundamental to planning 
infrastructure investments, in order not only to be compliant with MiFID, but also to 
exploit it to gain competitive advantage. 

Second, there is the opportunity to introduce new micro-systems into existing IS. 
As underlined by many authors [55], [56], [57], [54] usability by human resources 
and especially IT capabilities in exploiting existing IS (we can call it the IT operations 
process), are fundamental components that contribute to the easier implementation of 
new software. In fact, despite their large size, organizations with high IT capabilities 

                                                           
5 SOR software is an automated system to locate a suitable trading venue in order to be 

compliant with best execution principles, according to MiFID dispositions. SOR are able to 
map available venues for a financial institution and to choose the one that best fits a 
particular client. 
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are much more likely to create processes for the rapid absorption of new skills and 
rejection of obsolete ones [57:427]. The better that IS work, the more users can 
exploit them and the higher will be the organizational change. Consequently, 
accumulation of IT skills will provide competitive advantage. 

The results point strongly to the importance of IT capabilities in the process of 
organizational change. This paper contributes to the organizational research that 
studies the important relationships between technology and organizational change. 
We have argued that process transformation is very often driven by IT capabilities, 
the features of the technology and its usability by human resources. 

The limits of this study are the small size of the sample (only a portion of the 
Italian financial institutions) and the specific context (transformation in response to 
the MiFID directive). 

Further research could involve cross country analysis (comparing the Italian 
banking industry to other European country banking industries) and multilevel 
analysis (process transformation vs macro-structure transformation). Also useful 
would be a longitudinal analysis (for a two year period) comparing the results in this 
paper with those from other analyses using the same sample.   
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Abstract. This paper introduces an approach for digital cash within
SAML based federations. The approach bridges between the currently
established federation infrastructure and the payment applications that
are not often implemented by such federations. Since a lack of integrated
payment can be seen as a drawback when federations offer commercial
services, the approach described in this paper offers the possibility to
include the whole payment process into the federation protocol design
and architecture. A SAML token together with a SAML Payment As-
sertion is used to transmit digital cash and payment information within
the federation.

Keywords: Federation Payment, SAML Token, Payment Assertion,
Payment Provider.

1 Introduction

The importance of federations and federated identity can no longer be over-
looked as more and more service providers offer their content within federations.
Large federations have already been established within an academic context, but
commercial federations will surely following. The collaboration of several large
companies in the Liberty Alliance group can be seen as evidence for that.

But regardless of which federation is selected, the academic federations that
allow students access to restricted content as well as commercial federations that
allow users to consume specific services and resources, the federation infrastruc-
ture and its protocol design has its focus only on authentication and authoriza-
tion. For sure, it is very important to decide whether a user is allowed to access
the resource, but one major inducement for commercial service providers to join
the federation is still missing: federation based payment.

In this paper, the current important federations are examined together with
several methods for electronic payment. A worthwile approach for combining
federations with payment is to use the same protocol, design and language.
Therefore, the payment approach described here is oriented towards the federa-
tion structure based mainly on SAML. This paper shows how digital cash should
be designed for secure usage within a SAML federation.

The rest of the paper is organized as follows: Following the introduction,
there is an overview of related work. Next, the proposed federation structure
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is described in detail together with the mechanisms for authentication and au-
thorization. Then, a security analysis is made, followed by the conclusions and
future outlook.

2 Related Work

Two main areas of research are to be noted: The work already carried out in
federations and the current and past ideas for electronic payment (ePayment).
However, since almost none of the approaches handle both these important fields
together, the identity management as well as the ePayment, the current major
approaches for federations are described first and then a view towards the several
existing ePayment solutions is made.

2.1 Federation Approaches

The idea of a federated network is not new and a number of different approaches
already exist. The Grid community started very early to set up federation man-
agement structures such as CAS [1], Akenti [2], PERMIS [3] and VOMS [4], and
the web community followed suit with approaches such as Shibboleth, Liberty
Alliance and WS-Fed.

SAML can be seen as a standard for transmitting security information related
to the user’s identity and therefore, in the following subsections, only the three
SAML based or SAML oriented federation approaches are described.

SAML. The Security Assertion Markup Language (SAML) [5] is the standard
that defines an XML-based framework for describing and exchanging security in-
formation between online partners. This security information is expressed in the
form of portable SAML assertions that applications working across security do-
main boundaries can trust. Typically, SAML assertions are conveyed with SOAP
[6] messages. SAML expressions in the form of authentication and attribute as-
sertions as well as different profiling mechanisms, constitute the structure created
by identity provisioning and payment mechanisms.

Shibboleth. Shibboleth [7] is an Internet2/MACE project whose goal is to
develop an open, standard-SAML based solution allowing different entities to
exchange information about their users in a secure fashion.

Shibboleth offers a Single Sign On (SSO) solution for large federations. It
allows the users to request a resource without having being authenticated there
beforehand. Also, the user does not need to have federation specific creden-
tials. Authentication is carried out once and after that only authorization issues
have to be considered since, following authentication, a browser profile or arti-
fact based on SAML is generated for the user that can be used to authenticate
him at his Identity Provider1 later. Due to the fact that each authorization is

1 The Identity Provider is the entity that stores the user’s authentication information
(often his whole identity attributes) and that therefore can authenticate him.
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done separately with new requested attribute assertions, the user can decide (by
defining a policy at his Identity Provider) which information should be sent to
the resource provider. Shibboleth is constrained to federations that use browsers
and HTTP to provide access to the resources. This may cause problems in broad
federations, since they may possibly use other protocols. Like many other ap-
proaches, Shibboleth does not specify the authorization system and assigns the
inspection of the attribute assertions to the resource provider. The federation,
as proposed in our framework, is SAML based and follows many ideas that were
developed for Shibboleth and Liberty Alliance.

Liberty Alliance. The Liberty Alliance project [8] is aims to develop open
standards within the federation and SSO scope.

The Liberty Alliance is similar to the Shibboleth approach. It was also de-
veloped for web use with browsers and HTTP. The main differences between
Liberty Alliance and Shibboleth exist at a level other than the basic model
architecture. They were originally developed for different purposes and have a
different view of trust in their federations. The schemes they have selected are
also different, but it is possible to convert between them. It is expected that in
future the differences between Liberty Alliance and Shibboleth will be only in
the Identity Management Space. Liberty Alliance offers, unlike most of the other
approaches, the possibility of a Single Log Out and provides a concept for using
it in wireless federations. Like Shibboleth, Liberty Alliance is built upon the
SAML Single Sign On Browser/Artifact profile, which must be seen as imprecise
and vulnerable [9].

Web Service Federation. Web Services Federation (WS-Fed) [10] is part of an
overall effort by IBM and Microsoft to build a Web services security framework,
or WS-Security. This approach can be used for web service requestors using
SOAP as well as web browser (access with HTTP) requestors.

The main components in the WS-Federation are 1: the requestor, wanting to
have access to a restricted resource, 2: the resource, which may have specific
restrictions related to the access, and 3: an Identity Provider combined with
a Security Token Service (STS). Other components are the Attribute Services
and the Pseudonym Services. The requestor uses either his webbrowser or a
requestor service to ask for access at the resource. The Identity Provider performs
authentication and can make identity claims in issued security tokens. Attributes
are received from the Attribute Server, which can be combined with the Identity
Provider. In case of wanted pseudonymity at the resource the Attribute Service
is enhanced by a Pseudonym Service, which links the requestor’s attributes to
a pseudonym. The authorization is done by an Authorization Service, a specific
instance of an STS that operates in a decision brokering process. Different types
of authentication are specified and can be used in the authorization process, too.

The process of requesting and receiving attribute and authentication infor-
mation is similar to that of Shibboleth and Liberty, but with some differences:
WS-Fed allows access by web browser and web (requestor) services. The use
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of cookies in the requestor’s browser is optional and the security token is not
specified to follow a specific language, it can be built using, e.g., SAML or X509.

2.2 Payment

The approaches for handling payment in electronic commerce can be split up into
three different areas: the transmission of payment information, the transmission
of exchange information and the transmission of digital cash. The importance
of the approach used increases from the transmission of payment information
up to the transmission of digital cash, because the first approach focuses only
on the secure transmission of payment information, e.g., credit card data, whilst
the digital cash transmission provides ideas that can be included in the SAML
based federation architecture and infrastructure. In the following subsections,
typical representative schemes of those approaches are discussed according to
their relevance to the idea proposed in this paper.

Transmission of Payment Information. One solution for ePayment is the
transmission of payment information. Although information only required for
traditional payment is transmitted, this area if often seen as part of ePayment.
Thus, payment ideas that only focus on the transmission of payment information
are: e.g., Secure Electronic Transaction (SET) [11] and PayPal [12].

Although both approaches are often used within eCommerce and ePayment,
SET for securing credit card transactions over the Internet [13] and PayPal to
transfer payment information related to an online business transaction from one
PayPal account to another one, these solutions are not described in detail, since
this paper focuses more on the transmission of digital cash than on transmission
of payment information.

Transmission of Exchange Information. The approach for transmission
of exchange information handles the idea to transmit something that can be
directly exchanged into real money. That solution was implemented by including
the traditional cheque concept into the web area and by inventing and defining
‘electronic cheques’.

NetCheque. NetCheque is a distributed accounting service supporting the credit-
debit model of payment [14]. A NetCheque user has to have an account on an
accounting server. When a user needs to issue a cheque, e.g., before or after an
online transaction, the customer issues the cheque in a similar manner to the
conventional way of issuing cheques. Using an application, the customer specifies
the name of the payer, the name of the financial institution, the payer’s account,
the name of the payee, the amount of the cheque, the currency unit and an
expiration date. This information is signed by the payer and transferred to the
payee. The clearing of the cheque at the payee’s side follows the same schema as
for conventional cheques. The use of conventional cryptography instead of public
cryptography enhanced the performance of the NetCheque implementation and
enables its possible use it for micropayments.
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Electronic Check. Another electronic cheque solution is proposed by Com-
merceNet and called eCheck [15]. This approach works in the same way as the
NetCheque idea, but instead of traditional cryptography with Kerberos, here
a public key infrastructure with X.509 certificates guarantees the genuineness
of the signatures. When a user opens an account at a bank that supports the
Electronic Check technique, he receives an electronic smart card, which is used
to protect the user’s private key from theft and misuse [16]. The payer uses an
issued application to write data on the electronic cheque, which is illustrated
in the same way as a conventional cheque. After filling out the form, the payer
signs it with the key on the smart cart and sends the cheque to the payee. The
payee, in turn, adds his own account information and signature to the cheque
and forwards it to his bank, where it is cleared.

To enhance security, eCheck allows the payer to first send the cheque firstly
to his bank. The bank validates the payer’s identity, checks his account and
countersigns the cheque.

Transmission of Digital Cash. The third major area within ePayment is
the transmission of digital cash. In this case, an unforgeable or at least traceable
token is generated. This token is handled between contractual bound entities like
cash, which means that the transmission of such a token is the same as paying
with real money. In the case of an unforgeable token the receiver can be sure
that the token will be accepted instead of real money during other transactions
or that the token-issuing entity will exchange the token into real money. Often,
within some federations, the token is seen as providing enough security even if
the token is forgeable, providing the falsifier can be detected should the token
be misused.

NetCash. The University of Southern California developed the NetCash [17]
framework for electronic currency. NetCash allows an anonymous payment with-
out using tamper-proof hardware but with the ability to detect illegal creation,
copying and reuse of the electronic currency. The central components of this
approach are the currency servers, which are registered to a non-anonymous
payment infrastructure, e.g., electronic Checks or other payment protocols. It
is possible, that some currency servers are connected only to other currency
servers and not directly to the non-anonymous infrastructure, but in that hi-
erarchical solution the top currency servers must be connected to the
infrastructure.

Electronic cash in the NetCash environment contains all the information about
the monetary value of the cash token, an internet address that specifies the cur-
rency server, which has issued the cash token, a time stamp to state the cash
token’s lifespan and a serial number. All the information is signed with the cur-
rency server’s private key. A payer that wants to pay with such a cash token
gets it from a currency server. The payment is done by submitting the signed
cash token to the payee. After that, the payee has to validate the cash token
by sending it to the currency server, which address is indicated in the token. The
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currency server checks the cash token’s serial number with a list of outstanding
numbers of already issued cash tokens and its lifetime. If the token is valid, the
server issues a new cash token to the payee that can be used for further payment.

This approach allows electronic payment with electronic cash tokens in an
anonymous way. The tokens are protected against forgery and double-spending
by the use of a serial number list at the currency server. Since the cash tokens
are replaced after each payment and information about the transaction is not
saved, they can be seen as untraceable. The main drawback to this solution is
the need to contact the currency server immediately after the transaction to
check the cash token’s validity. That the currency server is able to log the user
to whom the cash token is issued and the payee that asks for the validity check
can be seen as privacy concern.

Digital Cash. Chaum [18] proposed in 1988 the first digital-cash scheme. Al-
though it is no longer implemented or used in other ways due to computational
drawbacks, it can be seen as the foundation of many approaches and improve-
ments, e.g., the suggestion from Brands [19] and Mu [20].

Brads’ system consists of payers, payees and a bank. During the setup-phase,
the payer generates a key pair and sends the public key to the bank. When
the payer needs a cash token, the bank sends cryptographic information and
he identifies himself at the bank by sending back a kind of signature of the
information. To withdraw a cash token, the payer generates the cryptographic
cash token and sends information of the cash token to the bank, where this
information is signed and sent back to the payer. The cash token consists only of
cryptographical material generated by the payer and the bank and countersigned
by the other party. Banks does not propose an amount to be stated in the cash
token. When the cash token was transferred to a payee, the payee sends the
payer a receipt, which is signed and sent back to the payee. The payee checks
the cryptographical token as far as he can and sends it to the bank for depositing
afterwards. The bank can check, via a list, if the cash token is already spent (due
to the cash token-related signatures of the payer and the bank), and thus able to
discover illegal spending. An illegal usage of the cash token cannot be detected
by the payee without contacting the bank immediately.

3 Payment Assertions

A first approach to link federations with payments was done by Jennings et al.
[21]. They proposed a payment mechanism that works similarly to the identity
provisioning within SAML federations. Whenever a service provider receives an
access-request for a commercial resource, he sends a SAML payment offer to the
customer, including information about the service provider, the merchant bits2,
the cost and the billing scheme and some SP information.

2 The Merchant Bits are characters built to a string that helps to assign the payment
assertion to a specific bargain.
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After receiving the offer, the consumer contacts his payment provider and
asks for a payment assertion. The payment assertion (PA), which is evidence of
transmitted money from the user’s account at his Payment Provider (PP) to the
SP’s account, looks like:

<saml:Assertion

xmlns:saml="urn:oasis:names:tc:SAML:2.0:assertion"

Version="2.0"

ID="abcd"

IssueInstant="2005-01-31T12:00:00Z">

<saml:Issuer>www.payment-provider.com</saml:Issuer>

<saml:Subject>

...

</subject>

<saml:Conditions

NotBefore="2005-01-31T12:00:00Z"

NotOnOrAfter="2005-01-31T12:00:00Z"/>

<saml:AuthnStatement

AuthnInstant="2005-01-31T12:00:00Z"

SessionIndex="67775277772">

<saml:AuthnContext>

...

</saml:AuthnContext>

</saml:AuthnStatement>

<saml:AttributeStatement>

<saml:Attribute

NameFormat="urn:oasis:names:tc:SAML:2.0:attrname-format:uri"

Name="urn:ietf:params:xml:ns:payattr">

<samlAttributeValue xsi:type="payattr:PaymentReceiptValueType"

payattr:merchantBits="MDE1Mw=="

payattr:pspBits="abc"

payattr:serviceUrl="https://psp.example.com/paymentService"

payattr:currencyNamespace="currency:namespace:..."

payattr:currencyDivisor:1000

payattr:currency="USD" payattr:amount="300"/>

</saml:Attribute>

</saml:AttributeStatement>

</saml:Assertion>

The consumer’s PP reserves the amount of the transaction and generates the
related payment assertion. After creating the PA, the PP sends a SAML URI
Reference to the consumer, from where it is forwarded to the SP. The SP can
now contact the user’s PP, asking to resolve the reference. In that case, the
PP sends the PA to the SP, where it can be examined. If the PA is valid, the
customer can consume the resource.
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This approach is a major step towards federation payments. Actually, it guar-
antees a basic payment, but there are also some disadvantages that should
not been overlooked: The assertion does not contain a signature of the PP or
anything else, which can prove that the assertion was issued by the PP. Although
the SP can rely on the certificate that the PP provides when he transmits the
token, he has no proof of that transmission, when he requests the monetary ex-
change. Thus, the assertion can only be seen as a receipt for payment, already
done, and not as a real payment. The amount in the assertion has to be the
exact amount that the SP needs. If the consumer pays too much, the SP has
to use the same mechanism (contacting his PP, payment request, SAML URI,
etc.) to partially or fully refund the money. And here is a privacy issue, which
may lead to much concern when using this approach. The PP needs knowledge
about the consumer’s identity (for charging him), about the SP (for sending him
the assertion) and about the merchant bits. This means that the consumer’s PP
knows which consumer bought what at which SP.

4 Federation Architecture

For the approach of digital cash for SAML based Federations, a ‘typical’ fed-
eration is assumed. This idealistic federation is oriented towards SAML based
federations and consists of one or more of the following:

– Consumers: A consumer uses the federation to access services and resources.
He may buy and consume the provided goods and services and has contracts
with the Identity Provider and the Payment Provider. He accesses the SP’s
resources via a network to which he is connected by either a mobile or fixed
terminal.

– Identity Providers: An Identity Provider (IdP) stores the user’s attributes in
a repository. The IdP is the only entity that can authenticate the user. After a
successful authentication, the IdP issues a token to the user that validates his
identity. It is assumed that the IdP has contracts with the customers, whose
profile it hosts, and the service providers to whom it issues authentication
information (or to the federation manager). Furthermore, the IdP can issue
user’s attributes like address, age, gender, etc. to service providers if this
information is needed for authorization.

– Service Providers: The Service Provider (SP) offers services to consumers
and expects payment as well as a reliable authentication. He receives user’s
attributes from the IdP to perform authorization.

– Payment Providers: The Payment Provider (PP) hosts the user’s account. It
can be a bank or part of the IdP, but does not have to be so. The PP issues
payment assertions that can be seen as the basis for digital cash within the
federation. It is the only entity that can validate the digital cash tokens and
exchange them into real money.

Apart from those components, often a federation has a federation administra-
tor that controls the federation, signs contracts with all members, defines the
federation rules, etc.
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However, three different important steps are necessary before a resource’s
consumption can be identified: The authentication, the authorization and the
payment. All three steps will be briefly explained in the next subsections.

4.1 Authentication

When a user is requesting access to a service or resource, the SP asks for authenti-
cation information and an alreadyauthenticated user presents a secured token that
states his identity. If the user is not authenticated, he is redirected to his IdP where
he submits his credentials, e.g., username and password. The IdP checks the cre-
dentials, stores maybe the user’s authentication information for further purposes
and returns a unique token to the user proclaiming his identity, if the validation
was successfully. After authentication, the user can present the token to the SP.
The SP checks the token, e.g., by sending a request to the IdP, asking if the token
is still valid. Thus, the token can be seen as a digital IDCard and is called an IDTo-
ken3. Figure 1 shows, in brief, the message flow for a typical initial authentication.

Fig. 1. Message Flow for an Initial Authentication

4.2 Authorization

Often, the SP does not only need to know whether the user is the one he claims
to be, but also other information is required. At this stage of service access,
the SP is already aware of the user’s identity, since he has submitted his token.
Now, the SP contacts the user’s IdP and requests attributes that are related to
the user and needed for authorization, e.g., studies information for accessing an
academic service or age for an adult-content service. The IdP validates the token
and checks if the user’s attribute release policy allows the transmission of the
requested attributes. If so, it generates a SAML Attribute Assertion and sends
it to the SP, where the assertion is examined and the access request is decided.
This process can be seen in Figure 2.
3 We propose a token that contains a SAML artifact as a pointer to the SAML Authen-

tication Assertion, a Serial Number to avoid replay attacks, a Random Number for
security reasons, user’s ID and the user’s signature.
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Fig. 2. Message Flow for a User Authorization based on his Attributes after Authen-
tication

4.3 Payment

The third step, when consuming a web-resource, may be payment. Currently, this
step is not integrated into the federation architecture; often, SPs need for grant-
ing service access only an authorization based on the user’s attributes and/or
for the payment process a different solution is used, e.g., a credit card. To bridge
between the current identity provisioning and the non-integrated payment solu-
tions, this paper introduces digital cash on top of payment assertions for SAML
based federations.

The digital cash token, considered for payment in federations, is designed
in a similar way as the IDToken for authentication: The digital cash token con-
sists of

– SAML Artifact: A pointer to the Payment Assertion in the PP’s database
– Payer’s ID: The payer’s ID, e.g., username@domainA
– Payment Provider ID: The ID of the assertion factory of the issuing payment

provider; such as assertionFactory@paymentProvider.com
– Payee’s ID: The payee’s ID, e.g., serviceprovider@domainB
– Currency: The currency of the token related to ISO 4217
– Lifetime: The token’s lifetime that corresponds to the lifetime of the related

payment assertion
– Serial Number: A serial number to identify the token
– Transaction ID: The transaction ID assigns the token to a specific transaction
– Signature: The payer’s signature of the token is done with his private key.

Whenever a user needs digital cash within the federation, he first requests a
SAML Payment Assertion at his PP. After checking his account and authorizing
him, the PP generates a payment assertion following the schema proposed by
Jennings and sends it to the user. The digital cash token is created at the user’s
terminal after receiving and accepting a payment offer from an SP. The payer
can decide (maybe forced by federation policy) whether to create one or more
cash tokens to cover the sum amount to be paid. That basic payment process is
shown in Figure 3.
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Fig. 3. Message Flow for a Payment Process after Authentication and Authorization

The SP validates the token by checking the payment information and the
signature. Afterwards, the SP can directly exchange the cash token into money
by contacting the PP whose address is stated in the token; the SP can do this
also during the payment process to validate the token. On the other hand, the
SP can collect the cash tokens and use the tokens to create new ones without
contacting the PP when the SP has to pay during a transaction. In that case
the new token has the same artifact pointing to the same assertion and the same
lifetime but with new payment information.

The second use of the cash token is more related to the usage of real money,
since this is not checked after each transaction, but it leads to major security
concerns, because the token may be forgeable. Whilst a direct check by contact-
ing the PP allows the detection of misuse during payment, the reuse of the token
must be secured. This can be done in two ways: Weak security would detect the
misbehaving person after misuse is detected; a stronger solution would be to
secure the token in such a way that misuse is not possible.

The weak security is guaranteed in the design of the token. Since each token
is bound to a payer and a payee (and both identities should be validated before
the payment by checking the X.509 certificates), a transaction and an initial
assertion request, a forged token can be tracked to the cheating entity. But this
mechanism has some drawbacks: Although the cheating entity can be detected,
the misuse has already taken place and someone has lost money. Furthermore,
the detection requires the collaboration of maybe many federation participants
and the possibility to find the cheating person even when he has already left the
federation.

The strong security approach requires an unforgeable token. Since usually a
data token can be copied without any problems, a way has to be found to avoid
that. One approach for securing the token is the use of a trusted platform module
[22] or other safe hardware. A trusted platform is a hardware chip that can store
information securely. To do so, the module has implemented an Endorsement
Key which cannot be tampered with without destroying the chip. This chip can
be used to protect (by signing) the application that is used for the generation
and the transmission of the token. When the application is issued by a payment
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provider and it is secured by the module’s key, the payee can be sure that the
application is working correctly. The module’s key can be further used to encrypt
the token, thus, the user can only copy the encrypted information that he cannot
use without the module and the correct working application. If the application
logs all actions related to token usage and this information is also protected with
the module’s key, the token can be seen as highly secure [23].

5 Security Analysis

Due to the critical nature of Payment Tokens, it is necessary to give utmost
priority to security and privacy. To fulfill the requirements regarding security,
the assumption is that the federation has a reliable Public Key Infrastructure
(PKI).

In the following subsections, all participants in a federation payment scheme
are analyzed. It is evaluated when and how they can try attacks and how these
attacks can be avoided. Although both security solutions may be accepted, this
section focuses more on the use of tamper-proofed hardware, since detecting of
a misbehaving element within the federation is easy, because a PKI is used.

5.1 Payment Provider

The PP has four ways to compromise the payment scheme: He can issue a false
assertion, he can tamper with the user’s account, he can issue false payment
applications and he can refuse to exchange a token for real monetary funds.

Issuing false assertions or payment applications can be easily detected and
tracked to the PP and implies violating contracts and losing trust. Thus, in this
case, the PP will not behave in such a manner, especially if the contract provides
for harsh penalties. Modification of a user’s account is nothing special in this
approach and can be caught with a good contract. The need for exchanging the
token into real monetary funds lies in a secured infrastructure: Either the token
is secured in such a way that it must be exchanged by the PP, because misuse
is not possible, or in case of misuse defrauders can be detected.

5.2 Consumer

The consumer is the weakest link in this approach. He can try to copy or modify
the token, use one token twice, copy or modify the assertion.

If only the misuse shall be detected, the attack can be tracked to the defrauder.
If a tamper-proofed hardware is used, a copy of a token cannot be taken to
another terminal, since each token bound to the hardware. The use of one token
on one the same terminal twice is avoided by the payment application. The token
is signed by the tamper-proofed hardware and, after a token is used, it’s serial
number is stored securely. The user has no way to use such a token more than
once.

The consumer cannot tamper with the initial assertion or the token, since the
tamper-proofed hardware together with the payment application would detect
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the misuse when checking the PP’s signature. Copying and using the assertion
or the token to another terminal can be avoided by adding encrypted material to
it that can only be encrypted by the tamper-proofed hardware of one terminal.
The reuse of assertions and tokens is not possible, since the payment application
can check a local secured database if the assertion or the token was used before.

5.3 Service Provider

The SP can try to attack the infrastructure in several ways: He can float the
contract, which is not specific to this approach and would invoke penalties, since
the SP and consumer are non-repudiably identified with their certificates from
the PKI. The SP can try to modify the token in the same way as a consumer,
but here the above security mechanisms would lead to failure.

5.4 Eavesdropper and Man in the Middle

Another problem lies in the possibility that a third party would be able to listen
to the communications and obtain knowledge about the token. This can be
avoided by using a secure underlying network technology, since the consumer’s
and SP’s certificates can be validated, or by encrypting the token with the public
key of the SP.

The underlying security technology, especially the use of X.509 certificates,
can also avoid a Man-in-the-Middle attacks.

5.5 Hardware Theft

The infrastructure does not provide any security against hardware theft, but
with passwords for accessing the secured/encrypted areas more security can be
provided. Only if the thief is able to activate a payment process and pay with
the stolen token, would the consumer lose money. This possible attack must be
seriously considered when the token is mobile, e.g., when the user stores it not
only on his terminal, but also on a USB stick to be used on different devices.

5.6 Data Loss

There are several scenarios, which can lead to a loss of data, either on the
consumer’s side or at the SP. The consumer can lose his assertion or a stored
token. Both cases means, that he will temporarily lose money in a similar fashion
as if he had damaged a banknote. However, due to the lifetime of the assertion,
loss of data would not mean that he could not claim a refund. If, after the lifetime
period, the token is not presented to the PP, the PP can refund the money, as
the PP has had no need to honor it.

More critical is the loss of a received payment token. If the consumer is not
willing to corroborate the payment again and the SP has no proof of the trans-
action, the SP will not be able to obtain any money. Thus, this is an obvious
requirement for strong data backup at the SP.
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6 Conclusions and Outlook

This paper analyzes the current major federations together with several payment
approaches. The detected lack of implementations of payments in federations
can be resolved by adding the payment functionality directly to the federation
functions for authentication and authorization is now. This solution requires the
introduction of a new federation entity, the Payment Provider and by adding the
payment assertion to the assertion pool that is used in the federation. But since
the payment assertion follows the same rules and language as other assertions
used in the federation, its implementation is made easy. The use of payment to-
kens as digital cash tokens improves the payment concept again, especially when
dynamical and fast composed services are considered that should not wait more
than a few (milli-) seconds to deliver the service. Together with a strong security
solution based on specific hardware or a weaker security that only detects the
token’s misuse, the token concept allows the full integration of digital cash into
the federation’s design.

One issue left for further research is the security of the token. Both approaches,
the weak security idea only for detecting misbehavior as well as using tamper-
proofed hardware such as trusted platform modules, cannot be seen as a best
idea. Therefore, further research will need to concentrate on the question on
how to secure the token in a way that it is as secure as real money without
introducing new specific and obligatory hardware.
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Abstract. The aim of our paper is to understand the foreign delisting phenome-
non using a multi-method approach based on both information content analysis 
and event study analysis of foreign companies withdrawing their stocks from 
the Tokyo Stock Exchange. Our objective is to measure the impact of the delist-
ing decision on the domestic stock price by observing the link between the pure 
value impact and the reasons for delisting. Our results show that, contrary to 
previous results, firms delisting from Tokyo can gain value depending on the 
reaction of the market operators to the content of the information provided in 
the delisting announcements. i.e. delisting can be presented either as the result 
of the not fulfilment of the benefits of cross-listing or as a part of a more gen-
eral strategy of the company. Highlighting significant clusters, content analysis 
provides a valuable addition to traditional event study and useful guidance in 
understanding the delisting phenomena. 

Keywords: Delisting, event study, stock returns, news announcements, multi-
method approach. 

1   Introduction 

During the last twenty years, many companies have chosen to list their stocks both on 
the domestic and on foreign capital markets. This phenomenon is largely analyzed by 
the financial literature because such a decision implies both a huge challenge (e.g. 
organizational, financial, legal)  for the listed company and an important impact on 
the fundamental features of the concerned stock, i.e. in terms of returns, risk, trading 
volume, liquidity, etc. The studies seeking to understand the net benefits of the corpo-
rate decision to list abroad specifically underline the benefits in terms of lower cost of 
capital, larger global shareholder base, increased trading liquidity and prestige (see 
[1]). Concurrently these studies point out the costs of such a decision, namely recon-
ciliation of financial statements with home and foreign standards, direct listing costs, 
exposure to legal liabilities, taxes and numerous trading frictions. Nevertheless, the 
benefits are said to be significantly higher than the associated costs and the phenomenon 
largely contributed to the tremendous increase in cross-border capital flows and 
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hence, to the global financial markets integration (for an excellent monograph on 
cross listings please refer to [2]). Empirical studies using foreign listings on the US 
market clearly show an increase in the value of the firm following the listing (see for 
example [3] or [4]). They confirm the theory ([5], [6] and [7]) which states that the 
removal of investment barriers should have a positive impact on stock prices.  

In a global market where listing on foreign markets has been accepted as a positive 
move, the opposite operation – delisting – assumes a highly negative connotation. The 
case of Nasdaq is indicative of how the market professionals interpret delistings. After 
a record 240 listing in 2000, Nasdaq registered a record 279 delisting in 2001. Com-
menting on this event, delisting was considered as “embarrassing” (interview with 
C.J. Voss, a securities lawyer) and “a real psychological blow to investors, and the 
board and employees, too … It implies more than just getting off the exchange, it 
implies at best a long road back and at worst it's the first sign of filing for bankruptcy 
or selling out to another company” (interview reported in [8]). 

The negative implications of delisting are therefore dominant in the mental models 
of market professionals as the result of more then a decade of theoretical and practi-
tioner’s reporting on the positive effects of the opposite event.  

More recently, the introduction of the Sarbanes-Oxley Act of 2002 (see for instance 
[9]) represented for many smaller and non-US companies an additional burden to main-
tain public status on the American markets. As result we are observing an increasing 
trend to be released from the burden of SEC reporting requirements [2] even though the 
consequences on the stock value are still unclear. While delisting is a less-cumbersome 
alternative respect to going private, since it does not require a fundamental alteration of 
capital structure, companies must consider and explicitly weigh the costs and benefits of 
SEC registration, including the prestige factor, greater liquidity, and greater access to 
capital markets (please refer to [1]). Even in the face of cumbersome and costly admin-
istrative procedures to uphold the Sarbanes-Oxley regulations, market operators are still 
warning off against hasty delisting which evidences a persistent and generalized mental 
model that can be resumed in: listing is good, delisting is bad.  

Empirical studies show that changes in the international financial environment and 
the market downturn of the recent years have initiated a decreasing trend in cross-
listings. In [2] there are 2,300 cross-listings reported by the end of 2002 compared to 
4,700 in 1997. Not only a decreasing number of companies are listing on multiple 
markets but increasingly companies take action to delist their stocks from foreign 
markets. This operation will be called in this article a foreign delisting: a company 
registered in a country that delists its shares from a foreign market and continues 
trading them on – at least – the home market. 

In this case, if foreign cross-listings contribute to an increase of the stock value, 
then foreign delistings should have an opposite effect. This intuitive relation is in 
reality the result of an extremely complex web of actions carried out by the players on 
the stock market. A simple causal relation cannot be accepted without further study 
because the reasons for foreign delisting are multiple and depend on the company’s 
history as well as the market condition. Professionals in the market, e.g. traders, 
whose aggregate behaviours (within the structure and constraints of the trading sys-
tem itself) determine the stock valuation (see [10]), react both to the situation that a 
company faces and the reasons it gives for delisting. Finally the professionals filter 
this information through their own mental models (e.g.: delisting is bad).  
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Understanding the impact and uses of information regarding foreign delisting is 
therefore not only extremely useful for companies but also a complex topic that can-
not be tackled by traditional financial methods or traditional qualitative methods but 
which requires a combination of the two.    

The aim of our paper is to understand the foreign delisting phenomenon using both 
an event study analysis and an information content analysis on foreign companies 
withdrawing their stocks from the Tokyo Stock Exchange (TSE). Our objective is 
twofold: on one hand, we want to measure the impact of the delisting decision on the 
domestic stock price by observing the link between the pure value impact and both 
the reasons of delisting and the way it was publicly announced to the investors. On 
the other hand, we want to test the value adding power of qualitative research meth-
ods in finance. Our results show that companies delisting from the TSE market may 
loose value if the delisting decision is a consequence of the non fulfillment of the 
benefits of cross-listing or gain value if the delisting decision is presented as a part of 
a more general, coherent strategy of the company, e.g. focus on the domestic market 
only or wide cost cutting program. Hence, qualitative research methods provide useful 
guidance for a deeper understanding of the delisting process. 

The paper is structured in the following way: firstly we present the literature re-
view on the delisting phenomenon, secondly we present the multi-method research 
methodology and the sample, and thirdly we present the qualitative and quantitative 
analysis on the announcements and the stock value. The last part concludes and pro-
vides some indications on further possible developments.  

2   Literature Review 

Since this paper is concerned with the impact of information about foreign delistings 
on the domestic stock price, we limit our literature review to the empirical studies 
which address the question of the share reaction around a company’s listing/delisting 
announcement, which also represent the majority of the literature in the field. How-
ever, four important studies that provide a more general treatment are worth mention-
ing. In [11], [5], [6] and [7] different ways in which cross-listing on multiple markets 
would lead to a higher equilibrium price and a lower expected return are presented.  

The event studies measuring the impact of the listing decision on the market price 
basically fall in two categories: US companies listing abroad (see, among others, [12], 
[13], [14], [15] or [16]) and non-US firms listing on US exchanges (see for example 
[17], [18], [3], [19], [20], [21]). The results all point towards either slightly positive or 
neutral market reactions in the listing month following the event. Two other studies 
cannot be ignored in the field. For example in [4] a positive reaction for 183 Over-
the-Counter listings, private placements and listings on the three US leading markets, 
i.e. NYSE, AMEX and Nasdaq, announced between 1985 and 1995, is reported. 
Moreover, the author also shows a significantly higher announcement-day price reac-
tion for emerging market firms and a higher reaction for exchange listings. In [4], 
these results support the idea that the net benefits of cross-listings are essentially due 
to the decision to overcome investment barriers. The other leading paper in the 
field, [3], focuses on 183 ordinary and American Depositary Receipts listings. The 
results are slightly different from [4] in the sense that while they also find a signifi-
cant positive listing week reaction they also record a pre-listing positive reaction and 
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a negative post-listing effect. These results were the same for developed and emerging 
markets. The provided explanation is not based on investment barriers arguments 
anymore but more on strategic timing decisions by managers and other diminished 
market incompleteness theories. 

The literature on delistings is significantly scarcer. In [22] the first study on a sample 
of stocks delisted from the NYSE is conducted. The difference in price between the last 
quotation day on the NYSE and the first quotation day on the American Over-the-
Counter market shows a significant decrease of 17%. In another article, [23], a signifi-
cant drop of 8.5% upon announcement of the domestic delisting on a sample of 520 
American stocks withdrawn involuntarily from 1962 to 1985 is recorded. Meanwhile, in 
[24] significant increases in both price and bid/ask spread for 47 companies moving 
voluntarily from the AMEX to the Nasdaq between 1992 and 1995 are found. A very 
complete paper - see [25] - examines the impact of involuntary exchange delistings on 
liquidity, trading costs and volatility of firms delisted from the NYSE which end up 
trading on the Over-the-Counter market. Finally, [9] and [26] include on firms that have 
decided to “go dark”, i.e. deregister with the SEC and delist from the major exchanges 
despite having a large number of outside shareholders. The authors seek to understand 
the reasons behind this decision and to analyze the consequences for shareholders. 

The paper about the effects of involuntarily foreign delistings from the US stock 
exchanges - see [27] - records a significant, permanent drop in prices of 4.5%. The 
sample consists of 103 foreign delistings from 20 different countries between 1990 
and 2003. Finally, another interesting paper – see [28] - examines the impact of 45 US 
firms voluntary delisting from the TSE over a time window of 20 years, stretching 
from 1977 to 1997, and concludes that this leads to a significantly negative price 
movement both at the time of the delisting announcement and also around the date of 
the delisting. Hence, the authors suggest that the negative price response reflects both 
a temporary information effect and a more permanent valuation effect but which does 
not seem to be related to a decrease in liquidity. Our study goes along the line intro-
duced by this paper. However, in our study we develop both the database, by includ-
ing also non-US companies delisting from Tokyo over a more recent period going 
from 1994 to 2005, and the approach, taking into account, besides the announcement 
date, the exact content of this announcement in a multi-method research framework. 

In a more general framework, some studies (see [29], [30], [31], [32] and [33]) show 
that the trading volume and the price reaction to an announcement are very complex. 
The various reactions will heavily depend upon the quality of the information contained 
in the announcement, namely its content, its global and public veracity, its timing, its 
acquisition costs and the degree of divergence in the opinion of the different investors. 

In the financial markets microstructure literature, the information arrivals (e.g. an-
nouncements) lead agents to revise their expectations about the terminal value of a 
financial asset and then generate price fluctuations. However, traders interpret infor-
mation in a heterogeneous way because they dispose of different mental models about 
economic fundamentals and private signals about market conditions or because they 
“agree to disagree” [34] about their interpretation. Consequently trading activities are 
tightly connected to the interpretation of financial news on a specific event.    

Interpretation of information through mental models has been dealt with before in a 
variety of fields. A definition of mental models that connects information interpreta-
tion to financial markets is provided in [35]:  
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“Under conditions of uncertainty, individuals' interpretation of their 
environment will reflect the learning that they have undergone. Indi-
viduals with common cultural backgrounds and experiences will share 
reasonably convergent mental models, ideologies and institutions and 
individuals with different learning experiences (both cultural and envi-
ronmental) will have different theories (models, ideologies) to interpret 
that environment. Moreover the information feedback from their 
choices is not sufficient to lead to convergence of competing interpreta-
tions of reality. In such cases, multiple equilibria will result.” [35]. 

While mental models emerge from experience and therefore should lead to better 
results, research shows that agents faced with situations slightly different from what 
they had previously experienced can fail to adapt and perform poorly. In studying 
traders’ mental models the authors (see [36]) found that their capacity to interpret a 
situation with slightly different parameters from the ones they normally faced was 
very limited. Ultimately the brokers in Burns’ study were outperformed by students 
that had similar technical skills but no previous experience to guide their actions. 
These findings are not dissimilar from the studies carried out by Weick on reaction to 
crisis situation [37] where in presence of a new situation, old mental models lead to 
negative (even catastrophic) rather than positive results.  

In general traders may try to outperform the market trying to gather better informa-
tion respect to the competition. Traders will also try to interpret information better 
than the consensus through better pattern recognition skills or more suitable mental 
models. Both in [36] and [37] it is shown that mental models are context dependent 
and therefore investors are likely to have developed them in the market reality in 
which they live. It is interesting to note that efficiency tends to prevail when agent 
errors are independent. In this framework, inefficiencies can therefore arise when 
errors are non-independent or in other words when people are all thinking the same 
way (leading to, for example, the presence of abnormal returns). When faced with 
critical changes in the market structure, shared mental models will direct behaviour 
towards consensus. Unconventional behaviour is possible, but it relies on interpreting 
information through modified mental models that are bound to emerge but with a 
certain delay respect to the change [37]. 

Besides being influenced by their mental models, traders will also filter informa-
tion through them. Of the different kind of information that can be useful for trading 
there are some that are more easily found and some that are less. One key element of 
people’s use of information comes from behavioural psychology that tells us that 
most people place the greatest weight on information that is accessible versus infor-
mation that is most relevant [10]. Since business press articles, analyst reports, and 
investment banker pitches are ubiquitous, they are likely to be perceived to be the 
most valuable sources to make value estimations.  

This means that it is primordial to include the study of the web of information sur-
rounding and reaching the market operators before and after a critical juncture. This 
juncture was provided by the increasingly diminishing trading volumes that hit the for-
eign companies listed on the TSE in the years 1989 – 1994 where the volume decreased 
by a factor of 30. In a market that looked at delisting as “embarrassing” many companies 
saw delisting as the imperative to balance investment and returns from the foreign opera-
tion. Understanding the market reaction to this imperative and the impact of information 
on mental models becomes therefore the driver of this research. 
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3   Data and Methodology 

The data and the methodology chosen depend on the phenomenon under investigation. 
In particular, our results are based on an event study where we will perform both quanti-
tative and qualitative analysis, see [38]. To create the sample, the delisting announce-
ment represents the event. In terms of analysis, the techniques used are content analysis 
for the announcements and cumulative abnormal returns for the effect of the announce-
ments on prices. The sample and the methods are further explained in this section. 

3.1   Sample Selection 

The companies included in our sample are all foreign corporations listed on the Tokyo 
Stock Exchange (TSE) which decided to withdraw their stocks from the quote be-
tween 1994 and 2005. None of these companies were later relisted in Japan. The 
choice of the TSE is justified by the size of this market but also by the fact that it is 
the market that experienced the highest number of voluntary foreign delistings in the 
period considered, see [28]. 

Generally, one can distinguish four major categories of delistings: following a 
merger or acquisition, following changes in market standards or fall below continued 
listing standards, bankruptcy, and voluntary delisting reasons (strategic, focus on the 
domestic/other foreign market, etc.). As the price reaction following an involuntary 
delisting has become straightforward in the light of all the previous studies on the 
topic, in this paper we only focus on voluntary delistings.  

The empirical material collected included both the announcement of a foreign de-
listing and the quantitative data about the stock price. The original list was provided 
by the TSE and consists of the effective companies delisting from this market in the 
period 1994-2005 and the exact announcement date. From this list we selected the 
foreign companies having delisted ordinary shares. Then we looked for the an-
nouncements communicated by the companies or appeared in the press and we 
scanned for announcements released up to 3 months before and 1 month after the 
delisting date to account for potential biases due to the presence of other relevant 
events in the event window. According to recent similar studies (e.g. [39]), informa-
tion was obtained using multiple sources. Given the heterogeneity of the traders it was 
important to include equally heterogeneous sources of information. Specifically we 
scanned the companies’ websites for press releases, and the databases Factiva and 
EBSCO Business Source Complete1 The search line included only the company name 
in the specific time window. We were able to collect the exact content of the delisting 
announcement plus other announcements for 49 companies.  

For those companies we collected daily prices for the stocks on the domestic mar-
ket for a period comprised between [-198; +10] days around the event. We also col-
lected daily prices for the domestic indices corresponding to each market. We use the 
DAX index for Germany, the ASX for Australia, the IBEX for Spain, the SMI for 
Switzerland, the TSX for Canada, the FTSE 100 for the UK, and the S&P500 for USA. 
All these data come from Datastream. By cross checking all the information we were 
able to gather our final complete sample (announcement + prices) of 49 companies 

                                                           
1 Factiva and EBSCO index the vast majority of the business press including both generic 

publications and industry specific ones. 
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(4 German, 3 Australian, 1 Spanish, 3 Canadian, 5 British, 2 Swiss and 31 American). 
The detailed list of the companies appears in appendix A. 

3.2   Methodology 

The research method included two parallel processes: the content analysis of the 
communications in the press and the quantitative analysis of the stock prices. The two 
processes were carried out separately not to influence the content analysis with the 
knowledge of the quantitative results.  

Qualitative Part. We performed content analysis on the delisting announcements. 
Content analysis is a research method that is gaining increasing consensus in 
management research (e.g. [39]). Content analysis helps to classify and code the content 
of the selected document therefore allowing to creating clusters based on this content. We 
did not start from a pre-existing classification scheme but preferred to let the 
classification scheme emerge from the content collected. This would allow for the 
emergence of original categories. Therefore we first did the content analysis for voluntary 
delisting reasons, and then we re-coded the data for firm-specific communications.  

We took several steps to prevent the data coding from being influenced by the re-
searchers’ biases. First, the coding was carried out by a researcher not used to work 
with financial topics. The particular statements that could catch the attention of the 
investors were also coded and classified. After this phase the coding scheme was 
developed. In a second step the announcements were re-coded by a second person, 
with the first coding scheme at hand, to test for stability and reliability. The independ-
ent coder had experience in investment management and traders’ work. Following 
[39] we used Cohen’s Kappa coefficient to test for stability and reliability. The Kappa 
coefficient was 0.84 allowing us to consider high agreement between coders. Exam-
ples of coding are presented in appendix B.    

Quantitative Part. We measure the impact of a delisting from a foreign market by 
analysing the domestic market reaction at the public announcement of the decision to 
withdraw the stock. The abnormal returns with respect to the theoretical values which 
would have prevailed in the absence of the event illustrate the short-term gain/loss 
resulting from such a decision. 

A very intuitive way to represent the main dates of an event study is as follows: 

 

 

t - 198 
 

Estimation window 
 

Event window 
  

t-49
 

t-10
 

t0
 

t10 
  

 
We run our estimations on a period of 150 days, ending 49 days prior to the an-

nouncement to avoid any interference between the estimation and the event window2. 
The event day t0is the day the announcement of the delisting is made public. The 
delisting announcement is isolated from all other events that could also influence the 
market price (as dividends payment, profit warnings, other corporate actions). 
                                                           
2 For more details see [40] among others. 
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Hence, the aim of an event study is to calculate abnormal returns (over the event 
window) of the different assets “i” concerned by the study and see if they are signifi-
cantly different from zero or not. Abnormal returns for a stock “i” on day “t” are de-
fined as follows: 

( )RERAR tititi ,,, −=  (1) 

Where  
ARi,t  = the abnormal return; 
E(Ri,t ) = the expected return of the asset “i” in t; 
Ri,t  = the  return of the asset “i” in t. 

The daily returns on the domestic market are computed as logarithms of price 

changes, i.e. ⎟
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turns are derived from the market model3 (for a more detailed presentation of different 
approaches to perform an event study and their relevance for information systems and 
general management topics please refer to [41], [42], [43], [44], [45], [46], [47] 
among others). The market model supposes a linear relation between the return of an 
individual stock “i” and the whole market return: 

titMiiti RRE ,,, )( εβα ++=  (2) 

WithR M,,t = the return of the domestic market index on the day t; =ti ,ε the error 

term of the stock “i” on the day t, with zero mean and 
2
εσ variance. 

Hence, the abnormal return is the difference between the observed return on day t 
and the estimated return, over the estimation window, function of the parameters 

iα̂ and iβ̂ . 

The cumulative abnormal return corresponding to the event period takes into ac-
count the price changes during several consecutive days: 
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The significance of the abnormal returns, i.e. H0 : CARt = 0, is tested by using a 
parametric, Student test: 
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computed using information from the estimation window. 

                                                           
3 A robustness check of the computations was performed by using the Capital Asset Pricing 

Model to derive theoretical expected returns. The results were significantly unchanged and 
are available upon request. 
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We also use the mean abnormal return on a day t, computed by using all the avail-
able returns on that day, i.e. It: 
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∑
== 1

,

 
(5) 

Its corresponding cumulative abnormal return over the event period will then be de-

noted );( 21 ttCAAR  and its significance is tested using exactly the same Student test. 

4   Empirical Results 

As stated in the methodology part, the delisting decision can be either dictated by the 
stock exchange itself and hence be involuntary or it can be voluntary initiated by  
the company itself. An involuntary delisting is expected to have a negative impact on 
the firm value whereas there is no ex ante expected effect in what concerns voluntary 
delistings. The only signal conveyed by the voluntary delisting decision is that the 
expected benefits of listing abroad were not fulfilled; hence, the stock price reaction 
to the announcement will depend on the exact content of the announcement. 

4.1   Qualitative Results 

The period 1994 – 2005 has been a very dynamic period for TSE with respect to for-
eign companies listed. The number of foreign companies went from 87 to 32 while 
the number of companies delisting peaked at 10 in 1995 (see Figure 1).  

The content analysis of the delisting announcements shows the emergence of a 
rather wide variety of reasons for delisting. The following announcement from the 
 

4

10
9

6

4
3

2

0
1 1

3 3 3

87

74
65

58
50

45 43 43 42 41 38 35 32

0

2

4

6

8

10

12

19
94

19
95

19
96

19
97

19
98

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

Year

D
el

is
tin

gs

0

10

20

30

40

50

60

70

80

90

100

L
is

te
d

Delistings

Listed (foreign)

 

Fig. 1. Number of foreign companies delisting vs. remaining listed on TSE 
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firm Cordiant (owned by Saatchi and Saatchi Co.) captures very well the spirit of the 
announcements in the sample: 

Tokyo, March 3 (Jiji Press)-Saatchi and Saatchi Co. said Friday it has 
decided to delist its shares from the foreign section of the Tokyo Stock 
Exchange. Saatchi and Saatchi saw no merit in keeping its shares on 
the Tokyo market because trading volume here has not met its expecta-
tions in terms of volume and value, and the firm has no plans to carry 
out equity finance programs in Japan in the future. The delisting from 
the Tokyo market is also part of the company's cost-cutting program, 
the company said. The pullout of one of the world's leading advertising 
agencies will leave 86 firms on the exchange's foreign section, which 
has seen an exodus of companies in recent years. Six companies have 
already applied for delisting from the TSE since the beginning of this 
year. (Jiji Press English News Service, March 3, 1995) 

The main reason that companies gave to abandon the Tokyo Stock Exchange was 
that the trading volumes were too low. Some companies limited the announcements to 
this brief statement while others, like Cordiant, added reasons (part of the company’s 
cost-cutting program) that could influence positively the market. Cordiant, as well as 
other companies (e.g. Weyerhaeuser), stated that they did not have intentions to fur-
ther carry out equity finance programs in Japan – something that instead could lead to 
a negative response. Many firms in the sample stated the cost of listing as a major 
reason for withdrawal. This is a statement from Commerzbank:  

Commerzbank said the high cost of preparing books and other state-
ments in Japanese was a major hurdle to maintaining the listing. Ana-
lysts said the average cost for foreign firms of listing in Japan is 14  
million yen a year, 80 percent of which is used for translating financial 
statements into Japanese.  

This statement does not only show the specific reasons for delisting for Commerz-
bank but highlights a particular characteristic of the TSE and its openness/closeness 
towards foreign companies that appeared in the delisting-related news repetitively in 
the twelve years that we have observed.  

The complete overview of the categories that emerged from the qualitative study is 
presented in Figure 2. Figure 2 shows the percentage of the firms that used a specific 
reason for delisting – the number near the label – as well as giving a graphical idea of 
the frequency with which a particular reason was given compared to the others. This 
is done because most companies gave more than one reason for delisting.  

In particular we notice that the category of low trading volumes is used by almost 
80% of the companies and it is therefore not a big differentiator for the stock per-
formance. Other categories like low number of shareholders in Japan and high cost of 
maintaining shares on TSE are very common in the announcements – 35% and 47% 
respectively – and therefore can be used to create clusters for further study.    

Further categories that emerged for creating clusters are for companies that an-
nounced company wide cost cutting programs (16%), companies that hypothesize that 
the integration of financial markets compensate for the lack of presence on different 
markets (12%), and companies that announced their wish to delist from multiple mar-
kets in a single move (10%).  
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Fig. 2. Reasons for delisting 

In particular, the integration of financial markets and the multiple delisting reasons 
were given by companies that delisted after 1997 and therefore are a recent phenome-
non whose impact on the stock price is interesting to investigate.   

The other categories emerged for a very low number of companies (less then 4%) 
and therefore are impossible to be treated from a statistical point of view. The qualita-
tive study provided us therefore with 5 groupings of reasons:    

• low number of shareholders in Japan,  
• part of a company-wide cost cutting program,  
• high costs of maintaining the listing on the TSE,  
• multiple foreign delistings, 
• financial markets integration. 

The evolution of mental models and the particular situation of the TSE market, with 
more and more companies delisting because of the low level of trading volume (see 
figure 2), may have alerted investors that the benefits of listing on this market are not 
fully realized and this information may have been already incorporated into prices be-
fore the delisting announcement (this result is in line with [28]). If this statement is true 
and if the trading volume on the TSE is a good proxy for the benefits of foreign listing 
in this particular case, then the quantitative analysis would point towards a price re-
sponse to the announcement neutral or even positive. If, on the contrary, investors main-
tain the working hypothesis that foreign listing is good and therefore discount the news 
that the expected benefits from the listing are not realized then we expect the price 
reaction to the announcement to be negative. Similarly, if the trading volume is not 
considered a good proxy of the benefits reported in the delisting announcement, than we 
expect the price reaction to the announcement to be negative or neutral. 

The quantitative analysis following in the next section will show if these criteria, 
clusters and mental models, are significant in the response of the domestic stock mar-
ket at the announcement of the delisting from the TSE. 
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4.2   Event Study Results 

This section provides a summary of the quantitative analysis we performed on the 
domestic stock price of the companies that decided to delist from the TSE. We start 
by discussing the empirical results on the whole sample of 49 companies and then we 
analyse different clusters of companies created based on various reasons. 

Empirical Evidence on the Entire Sample of Companies. The results of the event 
study analysis on the entire sample are provided in Table 1 and Table 2. One may 
notice that there is no clear, general response, either positive or negative, and the 
results are generally not statistically significant, which could mean that either the 
information was already incorporated in the prices or that the delisting announcement 
 

Table 1. Average abnormal returns on the domestic markets around the announcement delisting 
dates 

Day AARs T-stat p-value signed rank test 

-10 -0.1193% -0.5789 0.6189 

-9 0.0869% 0.4216 0.7654 

-8 0.2226% 1.0801 0.6981 

-7 0.3808%** 1.8475 0.2445 

-6 0.2589% 1.2561 0.1668 

-5 -0.0627% -0.3044 0.1668 

-4 -0.0850% -0.4122 0.3706 

-3 -0.3902%** -1.8929 0.2287 

-2 0.0741% 0.3594 0.6189 

-1 -0.0920% -0.4466 0.4862 

0 0.2965% 1.4385 0.0967** 

1 0.0316% 0.1536 0.7578 

2 0.0184% 0.0892 0.9366 

3 -0.3588%** -1.7408 0.0750** 

4 -0.3028% -1.4689 0.9287 

5 -0.0980% -0.4757 0.4556 

6 -0.0266% -0.1289 0.6688 

7 0.3824%** 1.8554 0.0350* 

8 -0.4684%* -2.2727 0.0456* 

9 0.2749% 1.3337 0.2211 

10 0.2474% 1.2005 0.1464 
       ** denotes significance at the 10% level    *  denotes significance at the 5% level. 
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Table 2. Cumulative abnormal return on the whole sample of 49 firms around the announcement 
delisting dates 

Horizon CAARs T-stat 

[-10;+10] 0.2707% 0.2866 

[-1;+1] 0.2361% 0.6613 

[-5;+5] -0.9689% -1.4174 

[-5;0] -0.2593% -0.5136 

[0;+5] -0.4131% -0.8182 

from the TSE market, given again the particular context of this market, is not 
considered as a major news by the traders on the domestic market. The signed rank 
test supports these conclusions. These results are in line with the ones presented in 
Table 2, which provides the cumulative abnormal return on the cross-section of our 
49 companies, over the whole event window [-10; +10] and around the event date [-1; 
+1] and [-5; +5]. Again, no particular trend seems to emerge, even though over the 
entire event window there seems to be some positive effect on shareholder wealth 
consequent to the announcement, but again, not statistically significant. 

In order to get some more highlights on this result, we plotted the average cumula-
tive abnormal returns for the sample of delisting companies split into two subsets: one 
containing companies that announced their delisting before 1997 (included) and the 
other one including companies announcing their delisting decision starting with 1998. 
The choice of the partitioning year was dictated by the fact that the period 1994-1997  
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is reported in the literature as being the period with the largest number of delistings 
from the TSE market (see also [28]). Furthermore, the qualitative analysis also points 
out the appearance of some new delisting reasons quoted by companies in their delist-
ing announcements after 1997. Figure 3 shows that while the average cumulative 
abnormal returns for firms announcing their decision to quit the TSE market before 
1997 presents a gradual increase, the opposite applies for firms that publicly an-
nounced their delisting decision after 1997, i.e. gradual, highly non-linear decline. 
Potential explanations may be found on one hand in the effects of the Asian crisis that 
saw an important number of world financial markets plummeting. On the other hand, 
the TSE authority operated important changes in its trading rules starting with 1997, 
introducing more flexibility and significant trading cost reductions especially con-
cerning the publication standards (e.g. translation of documents in Japanese). The 
reasons for voluntary delisting may have become less obvious in this new context. 

To sum up, the quantitative evidence shows that firms delisting from Tokyo may 
gain or loose value on their home exchange market at the time of the delisting an-
nouncement which is not in line to what is previously reported, including [28]. These 
results are an indicator of the change in the mental models of the market operators 
that seem to have integrated the idea that delisting is not always a negative piece of 
news and its impact depends on the context. Since for market operators the context is 
created through the announcements, their exact content should provide an explanation 
concerning the change in stock value. Therefore, the next section will analyse the 
context starting with the clusters identified in the qualitative study and concluding 
with the traditional characteristics, i.e. home country and industry. 

Empirical Evidence: Content of the Announcement Effect. In order to get a deeper 
understanding about the domestic price response to the delisting announcement, we 
develop our quantitative analysis on different sub-samples. Two categories of 
eventual groupings can be created. The first type of grouping is the result of the 
qualitative analysis on the exact content of the announcement as explained above, 
precisely regarding the reasons invoked for voluntary delisting from the TSE. These 
criteria are: low number of shareholders in Japan, part of a wide cost cutting program 
of the company, high costs of maintaining the listing on the TSE, multiple delisting 
(delisting from TSE occurs as the result of a delisting strategy from many markets), 
financial markets integration.  

The second type of grouping includes two general characteristics: industry and 
home country4. Among the five criteria of classification identified through the qualita-
tive analysis, three clusters show significant results.  

Companies that justify their delisting decision by the low number of shareholders 
on the TSE market record significant, negative cumulative abnormal returns over the 
five days around the announcement and also over the five days after the announce-
ment. Hence, the loss recorded due to the low liquidity of the Japanese market was 
not incorporated in the domestic stock price prior to the delisting announcement. 

                                                           
4 Company’s size is not a differentiating criterion as all the companies in our sample are big, 

international corporations. 
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Moreover, the number of shareholders seems to be a good measure for the benefits of 
cross-listing as its low level is penalized by domestic investors. The same applies for 
companies presenting the high cost of maintaining their stocks quoted in Japan as the 
reason for delisting; over the five days surrounding the announcement, these compa-
nies show significant, negative cumulative abnormal returns. Companies conclude 
that the benefits generated by being cross-listed in Tokyo do not justify the high costs 
related to the foreign listing and domestic investors penalize them for not fulfilling the 
cross-listing benefits. These results are in line with those reported by previous studies 
on delisting (e.g. [28]). 

On the contrary, in the case of announcements focusing less on the context of the 
TSE market and more on the overall strategy of the company, the results concerning 
the impact of the delisting news are different. Investors on the domestic market seem 
to reward a strategy of wide cost cutting and even more, a strategy of concentration 
 

Table 3. Cumulative abnormal return on firms clustered by the specific content of the announce-
ment around the announcement delisting dates 

 Horizon CAARs T-Stats 
[-10;+10] -2.1766% -1.4805 

[-1;+1] -0.6423% -1.1558 
[-5;+5] -2.4714%* -2.3226 
[-5;0] -1.0813% -1.3759 

L
ow

 N
B

 o
f 

sh
ar

eh
ol

de
rs

 

[0;+5] -1.5803%* -2.0110 
[-10;+10] 2.1929% 0.8888 

[-1;+1] 0.5820% 0.6242 
[-5;+5] 0.8852% 0.4958 
[-5;0] -0.6036% -0.4577 C

om
pa

ny
 

w
id

e 
co

st
 

C
ut

ti
ng

 
pr

og
ra

m
 

[0;+5] 1.6819% 1.2754 
[-10;+10] -1.6531% -1.2941 

[-1;+1] 0.0947% 0.1961 
[-5;+5] -1.8863%* -2.0403 
[-5;0] -0.2897% -0.4243 

H
ig

h 
co

st
 o

f 
m

ai
nt

ai
ni

ng
 

st
oc

ks
 

[0;+5] -1.1015% -1.6132 
[-10;+10] 0.4202% 0.1405 

[-1;+1] 0.6557% 0.5803 
[-5;+5] -1.9562% -0.9041 
[-5;0] -1.6749% -1.0482 F

in
an

ci
al

 
m

ar
ke

ts
 

in
te

gr
at

io
n 

[0;+5] 0.1648% 0.1031 
[-10;+10] 4.6942%** 1.8394 

[-1;+1] 1.5582% 1.6154 
[-5;+5] 3.1425%** 1.7014 
[-5;0] 0.8383% 0.6146 

D
el

is
ti

ng
 fr

om
 

m
ul

ti
pl

e 
m

ar
ke

ts
 

[0;+5] 2.7373%* 2.0066 
*  denotes significance at the 5% level. 

** denotes significance at the 10% level. 
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on the domestic market. For these companies we observe positive cumulative abnor-
mal returns on the whole event window and posterior to the announcement, albeit not 
statistically significant. Companies that explicitly advertise that delisting from Tokyo 
is a part of a more general, coherent program of delisting simultaneously from multi-
ple foreign markets record significant, positive abnormal returns on the whole event 
window, over the five days surrounding the event and the five days posterior to the 
announcement.  

Finally, there seems to be no clear response of the domestic stock price to an-
nouncements that justify the delisting due to financial market integration, e.g. in a 
context of integrated markets, investment barriers are already removed and hence, 
there are no benefits of cross-listing to be expected. Companies using this argument in 
their delisting announcement experience both positive and negative abnormal returns 
over the periods surrounding the event date, but not statistically significant. This 
means that either the investors did not perceive this argument as relevant or they did 
not agree with it or that there is less interest in companies’ decision to quit the Japa-
nese market. 

In conclusion, albeit with different outcomes, the exact content of the announce-
ment plays an important role in the domestic stock price reaction to the delisting an-
nouncement. 

Home Country and Industry Effects. When we take into account the nationality of 
the different companies, we notice a few interesting results. Basically, companies 
from countries with a very limited number of listings on the TSE market experience 
dramatic, statistically significant, price decreases. It is the case for BBV, the only 
Spanish company voluntary delisting from the TSE during the 1990s among the four 
Spanish firms that have been listed since the 1970s (two other firms delist as the result 
of mergers and one remains listed). It is also the case of the two Swiss companies that 
delist voluntarily out of the four listed; meanwhile, the two other Swiss firms disap-
pear from the TSE market following mergers, leaving no other Swiss firm listed on 
the Japanese market. Moreover, the least developed market (Spanish) seems to penal-
ize the most the delisted firm (BBV stocks record an abnormal loss of 10% during the 
event window and of 7% over the 10 days around the announcement date). A general 
negative impact, albeit less important and not statistically significant is also observed 
for Australian and German companies, for which the number of listings on the TSE 
was also rather limited during the last 30 years (6 and 10 respectively) but for which 
some delisted companies, following mergers for example, were relisted afterwards 
under the new name leaving this way Australian and German firms still quoted in 
Japan. Results are less clear for American, Canadian and British companies, more 
numerous on the Japanese market even after an important number of delistings, where 
the impact seems to be generally positive but not significant. One can then conjecture 
that listing in Tokyo still represents an important issue for investors on markets that 
record less cross-listings (e.g. Spain, Swiss) and are less important in terms of market 
capitalization, despite the decrease in the size and efficiency of this market, e.g. trad-
ers do carefully scrutinize the news related to listing abroad and consider delisting as 
a sign of failure in taking advantage of the benefits of cross-listing. On the contrary, 
on the biggest markets in terms of capitalization, investors are less interested in 
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following the benefits/loss of benefits of companies that decided and were able to be 
listed abroad. 

Clustering by industry shows that the price response to the delisting announcement is 
generally positive for companies in the communication and chemical industries (with 
companies in the communication sector recording a significant gain of 17% over the 
event window). It is more controversial for beverage where abnormal returns, albeit non 
significant, are negative on the event window and the five days prior to and after the 
event date but positive during the +/-1 days around the announcement. Finally, the reac-
tion is generally negative for the banking, automotive and electronic industries. The 
cumulative abnormal returns are negative and statistically significant for banks. A pos-
sible explanation may be that domestic investors fear that by delisting from Tokyo 
banks may loose the proximity with the Japanese financial market and hence, with po-
tential customers. A deeper analysis would require more companies and information 
about the way traders in these different industries asses the delisting question. 

Table 4. Cumulative abnormal return on firms clustered by home country 

Country Horizon CAARs T-Stats Country Horizon CAARs T-Stats 

[-10;+10] 1.1600% 0.9658 [-10;+10] 3.4009% 0.9605 

[-1;+1] 0.3898% 0.8587 [-1;+1] 0.6472% 0.4836 

[-5;+5] -0.5296% -0.6092 [-5;+5] -0.3205% -0.1251 

[-5;0] 0.2304% 0.3588 [-5;0] -0.3493% -0.1845 
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* denotes significance at the 5% level. 
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Table 5. Cumulative abnormal return on firms clustered by industry 

Sector Horizon CAARs T-Stats Sector Horizon CAARs T-Stats 

[-10;+10] -4.5049%* -2.4765 [-10;+10] 17.2217%* 2.9320 

[-1;+1] -1.5787%* -2.2962 [-1;+1] 3.1426% 1.4156 

[-5;+5] -4.2176%* -3.2035 [-5;+5] 8.3243%** 1.9582 

[-5;0] -2.6672%* -2.7431 [-5;0] 4.4852% 1.4286    
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[-1;+1] 0.8748% 0.6834 [-1;+1] 0.6466% 0.7069 

[-5;+5] -1.0176% -0.4151 [-5;+5] -1.9160% -1.0939 
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[-1;+1] 0.9087% 0.9802 [-1;+1] -0.0078% -0.0068 

[-5;+5] -0.0673% -0.0379 [-5;+5] -2.3019% -1.0409 

[-5;0] 1.2163% 0.9277 [-5;0] -0.3520% -0.2155    
 C

he
m

ic
al

 

[0;+5] -0.6422% -0.4898 

A
ut

om
ot

iv
e 

[0;+5] -1.9284% -1.1807 
*   denotes significance at the 5% level. 
** denotes significance at the 10% level.    

5   Conclusions 

On the whole sample of companies, our results are consistent with the home stock 
market having already impounded the shortfall in listing benefits (e.g. low trading 
volume) or considering the delisting as stop loss decision due to the inefficiencies 
characterizing the market under study. Meanwhile, they may also suggest the lack of 
interest of domestic market operators regarding the foreign listing, either because the 
TSE market became less interesting or because delisting from TSE is not the major 
piece of information among all the information they receive and treat. In this respect, 
our results go in line with previous evidence on (foreign) delisting. 

However, if we develop the analysis by classifying the delisted companies follow-
ing different criteria, the results become less straightforward. First of all, the content 
of the announcement plays an important role in the domestic stock price reaction of 
the delisted firms. If the main reason invoked for quitting the Japanese market is 
linked to the inefficiencies characterizing the TSE, then investors on company’s do-
mestic market penalize the lack of benefit from listing abroad and the price reaction is 
significantly negative. If, on the contrary, the main reason for delisting is due to a 
more general, coherent strategy of the company, either of focusing on the domestic 
market or setting up a wide cost cutting program, then investors on the domestic mar-
ket seem to value the decision of the company and the price reaction to the delisting 
announcement is positive. Second, our results also show that the nationality of the 
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company may also be important. Listing in Tokyo still represents an important issue 
for investors on smaller size markets, that also record less cross-listings. On these 
markets, investors consider delisting as a sign of failure in taking advantage of the 
benefits of going abroad, and the price response is therefore significantly negative. On 
the contrary, on big size markets, investors are dealing with a more important quantity 
of information, among which the delisting announcements of companies listed abroad 
are one piece of news among others and the price reaction remains insignificant and 
without particular pattern. Finally, when we take into account the industry, the results 
show that companies in some sectors, e.g. communication, experience important gains 
in value around the announcement date, whereas banks for example, record signifi-
cant drops in stock prices around the same dates. The explanation we propose is based 
on the proximity banks need with a financial market for developing their business and 
hence, investors’ fear that by quitting the Japanese market they might loose potential 
future business opportunities. 

The results of the article, arguing against the basic conjecture that foreign delisting 
would always bring a decrease in the stock price, show the value of a multi-method re-
search framework where the qualitative analysis provides both context specific clusters 
and behavioural explanations. Given the Japanese market characteristics as the major 
delisting market over the period under study, the TSE example indeed deserves generali-
zation including analysis of delistings from other international financial markets. 

One limit of this paper is the sample size and the dominance of American firms. 
Hence, one main further development of our work will be to extend the analysis on a 
sample of inter-European delistings, which would represent both the first study on this 
type of data and provide a unique opportunity to compare whether delistings affect 
shareholder value any differently depending not only on the reasons for delisting but 
also on the home/foreign market. The quantitative approach could also include the im-
pact of delisting on the trading volume and the stock volatility on the domestic market.  

From the qualitative analysis viewpoint we also intend to enrich the discussion by 
adding interviews with traders negotiating stocks issued by companies that decided to 
delist from foreign markets. This additional analysis will include information on the 
actual use and evolution of the mental models and also provide more precise informa-
tion to set the event window for the calculation of the CARs. Moreover, distinguishing 
between cross-listed and cross-tradable stocks could also provide potential valuable 
insights on the delisting causes and consequences5.  
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Appendix A. Companies and Dates of Announcements (by Home Country) 

Company Sector Country Date* 

Pacific Dunlop Chemical Australia 21/09/1995 

Fosters Group Beverages Australia 18/12/1998 
National Australian Bank 
Group Banking Australia 15/08/2006 

CIBC Banking Canada 24/10/1994 

BCE Inc. Telecom Service Provider Canada 21/03/1996 

Alcan Inc. Metal  Canada 05/09/1997 

BASF Chemical Germany 30/07/1999 

Commerzbank Banking Germany 21/04/2004 

DeimlerChrysler Automotive Germany 20/06/2006 

Deutsche Bank Banking Germany 21/08/2006 

BBV Banking Spain 18/02/1998 

Nestle Food Switzerland 30/11/2000 

Credit Swiss Banking Switzerland 21/08/2002 

Standard Chartered PLC Banking UK 24/10/1994 

Cordiant Communication UK 03/03/1995 

BOC Group  Gas UK 11/07/1996 

GKN Automotive UK 27/02/1997 

Glaxo Welcome Pharmaceutical UK 07/07/1999 

PPG Industries Chemical USA 21/11/1994 

Hewlett-Packard Electronics USA 30/12/1994 

Amex Banking USA 24/03/1995 

Ford Automotive USA 24/03/1995 

General Electric Capital Banking USA 24/03/1995 

Rockwell Electronics USA 21/07/1995 

Knight-Ridder Publishing USA 25/08/1995 

Walt Disney  Communication USA 14/11/1995 

Bankamerica Banking USA 24/11/1995 

Transamerica Investment fund USA 21/03/1996 

Dun and Bradstreet Communication USA 21/03/1996 

Weyerhaeuser Paper and Lumber USA 22/05/1996 

Exxon Chemical USA 26/09/1996 

Brunswick Corporation Marine USA 24/10/1996 

AT&T Telecom Service Provider USA 21/03/1997 

Texas Instruments Electronics USA 20/06/1997 

Anheuser-Busch Cos. Beverages USA 22/09/1997 

Chrysler Corporation Automotive USA 22/09/1997 

Occidental Petroleum Chemical USA 22/01/1998 



134 L. Ureche-Rangau and A. Carugati 

3M Chemical USA 24/08/1998 

McDonald Food USA 10/02/1999 

ADM Chemical USA 07/09/2000 

Eli Lilly and Company Pharmaceutical USA 13/03/2003 

Procter&Gamble Consumer goods USA 30/03/2004 

Apple Computer Inc.  Electronics USA 17/11/2004 

IBM Electronics USA 29/03/2005 

Pepsico Beverages USA 11/04/2005 

Motorola Telecom Service Provider USA 17/06/2005 

Allied Signal Automotive USA 24/03/1995 

Du Pont Chemical USA 27/10/1996 

Northern Tel Electronics USA 27/10/1996 

       *Date indicates the date of the announcement. 

Appendix B. Coding Examples 

Supporting 
Information 
for delisting 

Example 

Low trading volumes AT&T: AT&T said the trading volume of its shares re-
mains thin. Only 88,400 AT&T shares changed hands in 
1996 in Tokyo, compared with 818.96 million shares on 
Wall Street. 

BCE: Spokesperson Don Doucette said only 250 BCE 
shares a day were traded on average in Tokyo last year, 
compared with 174,000 on the New York Stock Exchange, 
137,000 on the Montreal Exchange and 599,000 in Toronto. 

Low number of 
Japanese investors 

BankAmerica: BankAmerica said a decline in the number 
of shareholders in the Japanese market boosted the costs of 
maintaining shares on the bourse. 

McDonald’s: McDonald's decided to leave the Tokyo 
bourse since the costs required do not justify the continued 
listing, with the number of shareholders in Japan steadily 
declining to only 933 as of March 1998. 

No plans to carry 
out equity finance 
programs in Japan 

Weyerhaeuser: Weyerhaeuser said the company has de-
cided to leave the exchange after it saw the numbers of 
listed shares, shareholders and trading volume decrease 
year after year. The company made the decision also as 
part of its cost-cutting efforts. Weyerhaeuser added it has 
no plan to raise funds through new share placements in 
Japan. 
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Excessive listing 
costs 

BOC Group: BOC Group said the move was due to a 
decline in the number of Japanese shareholders since the 
listing was obtained in July 1986. "The number of Japa-
nese shareholders has declined to an extremely low level," 
it said in a statement, adding this "has resulted in dispro-
portionate costs in maintaining the listing and arising 
from the continuing administrative and compliance re-
quirements". 

Commerzbank: Commerzbank said the high cost of pre-
paring books and other statements in Japanese was a major 
hurdle to maintaining the listing. Analysts said the average 
cost for foreign firms of listing in Japan is 14 million yen a 
year, 80 percent of which is used for translating financial 
statements into Japanese. 

Market integration 

 

BASF: Shareholders won't be handicapped by the delisting 
because the shares will continue to trade on the major 
international exchanges in London, Frankfurt and Zurich, 
BASF said. 

Brunswick: Brunswick does not need a Tokyo listing be-
cause investors in Japan can trade its shares in the New 
York market. 

Company-wide cost-
cutting efforts 

Alcan: As part of the company's overall cost-cutting ef-
forts, Alcan decided to cut the cost of having its shares 
listed on the Tokyo bourse and European stock exchanges. 

Occidental Petrolem: Occidental Petrolem also plans to 
delist its shares on the Toronto, Pacific and Swiss ex-
changes as soon as possible, and from other foreign stock 
exchanges thereafter.It has decided to delist its shares from 
all exchanges except the New York Stock Exchange because 
the cost of maintaining other listings is not justified. 
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Abstract. Driven by factors like globalization, increased competition and de-
clining customer loyalty the financial industry is facing a structural transforma-
tion. To focus on core competencies banks adjust their business models and 
reduce their degree of vertical integration by sourcing complementary activities. 
Operating in a changing market with regards to sourcing strategies, the 
(re)design of business model and thus also the business network is a main chal-
lenge for the financial institutions. This research paper introduces an integrated 
approach of business network redesign (BNR) for the financial industry that not 
only covers all three layers of business engineering – business model, process 
model and information systems – but also provides extensive methodological 
support. Present approaches either only partially cover these layers and thus 
show a restricted usability or lack methodological support so that they are 
merely applicable in practice. Since the research is still in progress, this paper 
concentrates on the core instruments used in the process of BNR. Thereby the 
redesign is discussed for the example of the investment process and thus pre-
sents the following fundamentals: a reference network, a reference process and 
a reference service map for investments. 

Keywords: Value chain redesign, instruments for business network redesign, 
investment process, financial networks, reference process model, service map. 

1   Introduction 

1.1   Motivation 

The main drivers of change in the banking industry are globalization, the ongoing inno-
vation and the increase in market competition [1]. Due to the information technology 
(IT) today’s customers are well-informed and able to access their financial asset man-
agement without the need of a nearby branch or consultancy [2]. This considerably 
lessens the customer loyalty – which has been one of the barriers of competition on the 
banking market for a long time. Although banking still is a highly profitable industry, 
the exemplified recent market developments have urged banks to abandon their “never 
change a running system” tactics. Whereas banks are usually not early adopters of the 
latest business-, process- or technology-trends [3], changing business environments 
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have drawn the banks out of their comfort zone. Often compared with the industrializa-
tion process in the automotive sector in the early 1980s the majority of European banks 
are still highly vertically integrated. In Germany for example 96.7 percent of the 2.355 
banks listed in 2003 were universal banks covering a full spectrum of banking services 
[4]. According to Lamberti [5] the bank of the future will not only differentiate by the 
scope of its service offering, but additionally by its (low) vertical integration. In order to 
become such a bank and to react appropriately to the market evolution, banks are in-
tensely (re)defining their core competencies [6] and thus enhancing new business mod-
els [7] [8]. Now, focusing on differentiating activities requires increased networking, 
such as in the cases of the expert-to-expert banking of Credit Suisse or the service offer-
ings of the BPO provider B-Source in Switzerland. Consequently market researchers 
(e.g. [7], [1]) predict the redesign of the whole banking value chain, in the shape of 
increased sourcing [9] activities as a valid approach of simplifying the banking business 
resulting in small, networked institutes concentrating on specific business functions.  

To implement such business models and to re-engineer their business accordingly the 
companies have to ensure the alignment of their business strategy, processes and infor-
mation systems being a key requirement for effective innovations [6]. In order to reach 
the promises of business network redesign (BNR) in terms of efficiency and business 
flexibility and thus enhancing the agility and performance of banks an alignment of 
network, process and service design is necessary [10]. Present approaches to BNR show 
significant shortcomings – especially concerning a broad coverage of redesign layers 
and methodological elements (combined as methodological support) [10]. Thus our 
research seeks to develop an appropriate method (cf. fig. 1) incorporating instruments, 
guidelines and techniques for networks, processes and service clusters. Within this re-
search program this paper focuses on instruments for BNR exemplified for the invest-
ment process. 

 

Fig. 1.  Causal Chain of the need for a new approach for business network redesign  

1.2   Methodology and Structure 

This paper belongs to a multilateral, two-year research program that started in summer 
2006 and investigates the management of flexible business networks in the banking 
industry succeeding a completed two-year research program about bilateral sourcing. 
Our 18 research partners cover various institutional sizes and roles in the banking value 
chain (e.g. regional retail bank, international private bank, outsourcing provider, soft-
ware provider). Beside specific bilateral projects, the partners contribute to the research 
in biannual steering committee meetings and quarterly workshops supplemented by case 
studies and interviews taking place throughout the research program substantiating the 
applicability of the envisioned approach. 
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Within the research program the paradigm of “emphasizing collaboration between re-
searchers and practitioners” [11, p.95] is followed to enhance the contribution magnitude 
to the practical concerns of financial institutions “and to the goals of social science by 
joint collaboration within a mutually acceptable ethical framework” [12, p.499]. Fur-
thermore our research applies principles such as the Design Science guidelines proposed 
by Hevner et al. [13] to prevent critics by suspecting excessive practical influence. Fol-
lowing Design Science [13] the focus of our research is a methodological approach for 
BNR representing the artifact and implying financial networks, business processes and 
service clusters. Core is the alignment of different instruments and procedure models 
resulting in a vertical consolidation of the design elements, which can enhance the ongo-
ing structural transformation and the emergence of new business models. A unified 
methodological approach for BNR on all layers has not been reached yet, even though 
BNR has been in debate for several years. The proposed approach entwines current mod-
els by incorporating the concept of service-oriented architecture as instrument of foster-
ing the required flexibility, alignment and standardization of IT landscapes as well as by 
implying different sourcing strategies and models. By combining and extending existing 
methods from the organizational, strategic management and information systems litera-
ture as well as from the practice research rigor is followed. In this paper the proposed 
instruments are exemplified by using the investment scenario providing financial net-
work, business process and service clusters for an in-depth analysis. 

 

Fig. 2. Allocation of instruments and layers (following [6, p. 16] 

The structure of the paper (cf. figure 2) reflects its goals: 

• Developing instruments for BNR addressing network, process and service layer 
following the theoretical foundation. For all three layers reference models have 
been deducted from desk research and validated in interviews with practitioners 
and workshop sessions with the projects research partners. 

• Examining the derived approach by applying business roles and service clusters to 
the case of Vontobel. 
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2   Foundation 

This section primarily discusses the current state of research in the field of business 
network redesign and thereby highlights distinct approaches and concludes by a list of 
requirements to an appropriate BNR method. The second subsection deals with a 
specific aspect of BNR namely the role of service oriented architectures as enabler of 
the ongoing value chain redesign. 

2.1   Business Network Redesign 

Already Venkatraman [14] conceived the redesign of (external) business networks 
(BNR) as logically next step after the redesign of cross-functional processes inside an 
organization in the diction of business process redesign (BPR). Information technol-
ogy and systems are important drivers towards increased networking and a vertical 
dissection of a value chain. The development of the Internet, powerful standard soft-
ware packages (as ERP or core banking products) and emerging technologies (e.g. 
Web Services) facilitate inter-organizational collaboration [10]. Malone et al. [15] 
describe the impact of IT on the institutional form by the electronic communication, 
brokerage and integration effect. 

Still, BNR is not primarily a technological issue, as the transformation towards 
more networked structures in the course of value chain redesign requires an alignment 
of these technologies with strategies and processes [10]. According to Alt [10] a com-
plete BNR methodology should meet the following requirements: 

• The methodology should be relevant to practice. 
• It should cover redesign of strategy and processes as well information systems. 
• It should provide detailed methodological support. 

Models are important instruments for reducing complexity and distinguishing vari-
ous elements on several interconnected layers. The enterprise modeling approaches 
follow this principle. For example Multi-Perspective Enterprise Modeling (MEMO) 
emphasizes a technique that includes internal and external actors as well as the proc-
esses and the involved IS [16]. All layers aim at a high level of formalization and 
show a close link to software engineering methodologies. A similar but more object-
oriented idea is behind the Semantic Object Model (SOM) [17]. It aims at building IS 
by covering aspects of an inside, an outside, and a resource-view. Relationship pat-
terns explicitly define the interrelationships between the model layers. As MEMO and 
SOM, the Architecture for Integrated Information Systems (ARIS) (e.g. [18]) focuses 
on the business process layer and its translation into IS. Business Engineering (BE) is 
a less formalized technique which as well recognizes the business process as main 
lever of change and therefore key element in shaping future business solutions and the 
underlying IS [19]. Similar to other approaches of enterprise modelling (cf. [20]) BE 
mainly distinguishes a strategic, process and systems layer. The key idea of BE is to 
enable the systematic development of future business solutions. By an alignment of 
strategy and systems to the process, the BE approach assures consistency across the 
three layers. Therefore the latter has been used in this research to structure the differ-
ent instruments along the three layers: strategy, process and (information) systems. 
Services and service clusters are regarded as an intermediate layer between the 
process and systems layers, providing the link between business processes and 
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applications. Figure 2 indicates the allocation of the three instruments as well as the 
roles and service clusters referred to in the case study. 

2.2   Service Modeling and Service Oriented Architecture 

Following the tradition of object- and component-oriented architecture models, the 
service-oriented architecture (SOA) concept promises to improve the integration of 
heterogeneous application environments as well as the sourcing of entire or fractional 
business processes in a business network by combining individual application com-
ponents. In many contributions and discussions SOA is attributed a ‘silver bullet’ 
status to reach these goals. However, SOA originally received as a technological 
concept needs adequate integration into the business world.  

Though SOA can foster a transformation process within an enterprise or a network, 
SOA has like many ‘magic words’ numerous different definitions. For example, SOA 
is conceived in a technical view as a “paradigm that supports modularized exposure of 
existing application functionality to other applications as services” [21, p.41]. How-
ever service-orientation from a business view denotes the ability of reusing tasks and 
processes by solving them at one location. The business value of SOA in addition to 
the technical value concerning interoperability improvement, platform independence 
and reduced technical dependency can be ascribed to flexibility and profitability driv-
ers. Both are the basis for numerous benefits frameworks [22]. In order to reduce 
suspected complexity a classification framework for SOA and services should be 
provided. Services in the context of BNR are understood in this paper as “independent 
usable and extensive specified functional components, which support the value per-
formance of process activities” [23]. 

Core element of any SOA is specified services, which can be identified in general 
by two approaches: technical-driven service modelling (bottom-up) and business-
driven service modelling (top-down). Service identification and design is therefore 
considered as a key step of establishing any SOA. Services identified in a top-down 
approach are mainly used when understanding SOA as a concept of connecting 
business and technology. Based upon the analysis and decomposition of business 
processes or business events [24], service candidates are identified by applying wide-
spread design principles of SOA (e.g. [25], [26]) such as loose coupling, modularity, 
business orientation and interface orientation. Core element and basis for the bottom-
up approach of service modelling is existing applications. A key step within provided 
process models is the analysis of currently existing applications and their IS function-
ality [21] as foundation for systems reengineering [27]. Researchers of bottom-up 
service modelling are focusing on consolidating and rationalizing access to IS func-
tionality by using services. For a combination of bottom-up and top-down the term 
hybrid can be used [24]. A comparison of different identification strategies has indi-
cated a lack of methodologies especially in combining business-driven service identi-
fication and clustering with network design within an engineering framework [23].  

By applying the service orientation paradigm to BNR the restricted networkability of 
software communities [28] such as Avaloq or Finnova in Switzerland can be exceeded 
and cross-software community networking can be enhanced. Furthermore by applying 
the service design principles, mentioned above, on the strategy layer, business models of 
different business roles such as the integrator can be fostered. An example would be the 
DZ bank as integrator for the cooperative pillar in Germany. 
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3   Instruments for Business Network Redesign  

The discussion about value chain redesign in the banking sector until now remains 
rather fuzzy. This section now outlines the situation and clarifies the networking / 
souring potentials in the investment process 

• by presenting a reference process model as base for understanding and discussing 
the flow of a securities transaction, 

• by deducting a reference network model (strategic layer) that enables the analysis 
of distinct networks as well as the determination of a company’s position and 

• by outlining a reference service map containing all services enabling / supporting 
the execution of a securities transaction. 

According to the approach of BE the process layer is the linking element of busi-
ness and IS / service layer. Thus the first subsection presents the reference process. 

3.1   Process Model: Reference Process for Investments 

A literature review for a description of an investment process results in a variety of 
proposals, but none is detailed enough to highlight the important aspects of sourcing 
decisions (e.g. the responsibility of the administration of pending orders) a company 
has to face when redesigning their business network. Thus the authors developed a 
reference process (cf. fig. 3), following the approach of design science, in cooperation 
with the business partners (cf. section 1.2) and in comparison to alternatives in theory 
(e.g. [29], [5]) and practice (e.g. [30]). This approach ensures not only the integrity of 
the resulting reference process but also its relevance for practical use. In advance the 
research team formulated several requirements for the reference process as e.g.: 

• The reference process has to cover the complete procedure of an investment trans-
action independent of the investment instrument (e.g. share, structured product). 
Thus, available channels and instruments have to be considered. 

• The level of detail in the reference process has to enable sourcing discussions, i.e. 
show a clear separation of the utilization of a service and its delivery. 

• Dependencies to other processes have to be educible. In a bigger research context 
that is achieved by relating the process to a comprehensive banking process model. 

The reference process as shown in figure 3 enables the design of an economically 
reasonable networking between players that execute subsequent sub processes to-
wards a common service delivery. As the aim is to incorporate the channels and in-
struments as origin for the enabling of accurate sourcing decisions, the modeled level 
is quite high. For example the sourcing of process steps A (Oder initiation) and B 
(Order entry) for the paper-based order channel is rather complex and requires a high 
setup effort. For the electronic order channel however it is highly automated and 
rather simple (e.g. no signature checks). Nevertheless the process can be detailed in 
activity diagrams implied in the design tool associated with our research program. 

The process contains seven macro process steps (cf. A till G in figure 3). These 
steps represent the execution of an order from its entry until its processing. Each step 
is detailed into sub processes whilst staying generic above all security instruments. 
The cross-order process steps H to U are divided into transaction related processes 



142 F. Kohlmann et al. 

and transaction spanning processes. The transaction-related steps H to K are con-
nected to the execution or result of a single transaction whereas the transaction-
spanning steps base upon an aggregated view. 

The reference process is intended to be used as methodological support to business 
network redesign and will enable a company to map their process steps to the refer-
ence process in order to discuss process gaps and possible business cuts for sourcing 
options. Furthermore it provides a consistent way to exemplify an investment process 
supporting network partners to discuss and analyze their network architectures by 
standardizing their language to a common and reusable model. 

 

Fig. 3. Reference Model for the Investment Process 

Combining the reference process with the reference network, dedicated process 
steps can be assigned to each player/role of the reference network. Using our BNR 
approach a company will therefore be able to identify their actual position in their 
own business network as well as their desired role by comparing their own processes 
with those of the according roles of the reference network. 

3.2   Business Model: Reference Network for Investments 

The next step after designing the reference process is to define a generic role model. 
This artifact aims to support the design of flexible business models based on the 
individual sourcing of services. Thus it dissects the process into the smallest func-
tionally reasonable roles. Literature provides several approaches for restructuring a 
value chain (e.g. [31]). According to Alt [10] a segmentation of competencies 
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should consider operation (back-office and infrastructure), product development 
and customer relationship management as three distinct areas. The role model in 
figure 4 elaborates these ideas and dissects the reference process in a way that each 
role represents an isolate, reasonable business model. It therefore considers special-
ties of the investment process (e.g. differentiation of banking customer and market / 
exchange side) as well as theoretical network models (e.g. [32]). 

 

Fig. 4. Reference Network for the Investment Process1 

Table 1 contains a description of the activities of each role in figure 4 as well as a 
mapping of the according steps in the reference process to the network roles. The 
column “Examples”2 cites examples on the Swiss market for each role. 

3.3   Information System Model: Reference Service Clusters and Service Map 

Being able to identify the actual position and the desired role within a network via the 
assignment of dedicated process steps fosters the strategic flexibility of businesses. 
However the business adjustments need to be supported by flexible information sys-
tems architecture in order to originate maximal benefits. As alteration is initiated on 
the process and strategy layer, service-orientation used in a BNR methodology should 
be business-driven. Furthermore as numerous services increase complexity, service 
classification and structuring methods need to be applied. Besides a service classifica-
tion scheme is needed. Following prior research a layer model based (see [23]) com-
prises (1) process services which support activities of the core processes of a company 
and include some references to at least one activity of a business process, (2) rule 
services which encapsulate business and validation rules used by process services, 
and (3) entity services which encapsulate core entities and business objects, such as 
contract, partner or order, the pattern approach can be applied to enhance structure.  

                                                           
1 The roles marked as “Support” at the bottom of figure 4 represent functions that are important 

for the value creation in the investment process, but are not specific for this business area. 
They are considered as enablers and are therefore not part of the role description in table 1. 

2 The companies cover the relevant processes but are not limited to a single role. The Swiss 
market is currently not fragmented to an extent that allows pure examples for each role. 
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Table 1. Roles in the Value Chain of the Investment Process 

Role Description Examples 

Sales Bank 
(Process steps: 
A, B, D, H, K, L, 
N, O, Q, R, S) 

Focuses on the customer relation, namely sales and advisory ser-
vices. The sales bank acquires products and processing services 
from specialists in the network. Differentiators are price, product 
and service range as well as quality of consultancy.  

Bank Linth, 
Clientis Banken, 
Bank Reichmuth 

Asset Manager 
(A, B, D, H, L, 
Q, S) 

External asset managers purely concentrate on the customer rela-
tionship and only administer client data. As asset managers have no 
banking license, the customer additionally has to be client of a 
(sales) bank providing account and custody keeping.  

MLP, AWD 

Portfolio Man-
ager  
(B, D, H, Q, T) 

The management of client portfolios does not require direct contact 
to the customer. Essential are knowledge of market evolution and 
availability of good research data. Differentiator is performance.  

Investment 
Center SGKB, 
MBC 

Product De-
signer (N) 

Provides innovative products, often white-labeled. Differentiators 
are speed, performance and creativity.  

Bank Wegelin, 
Vontobel 

Research (U) Offers market insights concerning single companies, commodities, 
financial markets and national economies.  

ZKB, UBS, 
Credit Suisse 

Valor Data 
Provider (P) 

Provides access to comprehensive data for securities administra-
tion, risk management, portfolio management and trading depart-
ments.  

Telekurs, Reu-
ters 

Valor Data 
Refiner (J, P) 

Valor data have to be filtered and enriched in order to meet indi-
vidual requirements. As these are similar for groups of banks a 
concentration can create synergies (fostered by the use of common 
IT systems).  

BEKB, Comit 
with Fin-Log, 
Accenture 

Client Custodian 
(Back-Office 
Specialist) 
(C, G, H, I, J, K, 
M, R, S) 

Covers all administrative tasks of order processing as well as 
custody of client accounts including corporate actions, settlement 
of transactions and investigations (all except for client contact). The 
client custodian is in most cases responsible for the operative link 
to the trader and the (global) custodians. The question of who has 
the contract with the latter depends on the business model.  

B-Source, Von-
tobel, RBA 
Service, Maerki 
Baumann, 
Sourcag 

Trader  
(E, F, H, I, J, O) 

Receives approved orders from the sales bank or the client custo-
dian and is then responsible for routing and placing the order. The 
role represents the central counterparty (CCP) for sales banks and 
client custodians and establishes the link to several exchanges 
either direct or via brokers. The trader provides reconciliation with 
custodians.  

Maerki Bau-
mann, Vontobel, 
Lombard Odier, 
Credit Suisse, 
UBS  

Broker (F) Provides access to an (non electronic) exchange and offers know-
how about local specialties. 

Swissquote 

Central Securi-
ties Depository 
(F, I, J) 

Administers all securities traded on (a) distinct exchange(s). The 
Central Securities Depository (CSD) just keeps relationships to 
institutes that are under regulatory control– no direct customer link. 

SIS 

(Global) 
Custodian 
(F, I, J) 

Holds an account at one CSD at least and offers financial institu-
tions to store securities. The service range also includes administra-
tion (e.g. corporate actions, legal reports) and complementary 
services (e.g. money market). The custodian is responsible for the 
reconciliation of its clients’ transactions with the CSDs.  

UBS, Credit 
Suisse, SIS, 
BNP Paribas, 
Citibank 



 Instruments for an Integrated Business Network Redesign in the Financial Industry 145 

Pattern such as design pattern or architectural pattern are broadly used to structure 
e.g. communication elements or software systems in object-orientation. Service clusters 
and service maps ensue this pattern paradigm by structuring services. Classifying and 
consolidating services within a service cluster reduce the complexity arising from SOA 
implementations and provide new potentials for designing business models by using 
specified interfaces and a common methodology. Applying the process model for busi-
ness-driven service identification and clustering as discussed in [23] to the field of in-
vestment and the above presented business process result in 64 services, which can be 
composed to 19 service clusters shown in the service map in figure 6. The obtained 
service clusters provide a direct link to processes, roles and sourcing strategies through 
abstraction and composition of services with high functional and semantic proximity. 
They can be used to describe and exemplify the scope of business of each business 
partner in a network with an altering environment. Through the incorporation of busi-
ness-oriented services the adjustment of the current position in a network becomes more 
effective as IT-business alignment and application landscape has gained flexibility. 

As the service cut is based upon sourcing models, business processes and business 
roles the incorporation of legal requirements such as customer data access increases 
further the reusability of the specified services by enhancing the ability to support diver-
sified business strategies (scope and scale) to the same extent. The analysis of business 
networks is enriched by the embodiment of used services and service clusters. The in-
strument of the service map incorporates the services, the composed service clusters and 
its relationships. Simultaneously it affiliates the approach of reducing complexity by 
structuring the services clusters in three domains: execution competence, transaction 
spanning competence and support.  

4   Application of the Instruments in a Case Study 

This section focuses on the instantiation of the generic instruments presented in sec-
tion 3. Hereby the authors chose the case of Vontobel, a Swiss private bank, which 
nowadays offers comprehensive banking services, also. The role model as well as the 
simplified service map is based upon the reference process as indicated in figure 3. As 
therefore both instruments incorporate implicitly the business process, the case study 
will focus on the network layer in subsection 4.1 outlining the strategic position of the 
company in the investment process and the service layer in subsection 4.2 describing 
which services VONSYS is providing to its clients. 

4.1   Business Model / Network Layer 

In the last two years the private bank Vontobel intensively extended its existing collabo-
ration in investment fund products with the Swiss association of Raiffeisenbanken 
(SVRB). Now Vontobel provides a broad range of services in the investment process 
and thereby enhances the market presence of SVRB by professional services (e.g. prod-
ucts, sales training). For example Vontobel acts as official portfolio manager for the 
Raiffeisen Classic Portfolio and thus creates direct customer value at SVRB. In the 
sense of reciprocity Vontobel profits from the exclusive access to the broad sales chan-
nel (SVRB has the tightest network of branches in Switzerland) and economies of scale 
e.g. in client custody. The collaboration was enabled by the complementary business 
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models: SVRB focuses on sales in the retail segment while Vontobel is specialized on 
wealth management and private banking. Thus, the collaboration fosters the specializa-
tion of SVRB on sales activities and enhances the core business of Vontobel. 

 

Fig. 5. Customized Role Model for the Cooperation Vontobel – SVRB 

Figure 5 clarifies that the cooperation enabled SVRB to focus on its core compe-
tencies around the customer relation. The comparison of the two snapshots highlights 
that both partners could reduce significantly the redundancies in their investment 
processes. Since Vontobel as a private bank has to cope with more sophisticated proc-
esses and products in the securities business, the requirements of SVRB could be 
rather easily covered. The trader is modeled in blue because Vontobel executes all the 
trades for SVRB. Even though, SVRB still performs proprietary trading via the Von-
tobel network. Roles modeled in white are performed by third parties only; some of 
the blue roles (assigned to Vontobel) are shared with third party providers (e.g. re-
search provider and product designer). 

4.2   IT / Service Layer  

As its host system is not multi-client capable, Vontobel introduced the third-party plat-
form Avaloq for the client-custody services. Because their own customers are still admin-
istrated on a host system, Vontobel currently runs the client-custody processes on two 
separate systems. The planned consolidation of the platforms is expected to create sig-
nificant synergies. Trading and global custody are already executed on a single platform 
(OTMS of IBM) for both partners. The consolidation of the two brokerage and custody 
networks has created significant cost savings, even though a few duplicate broker rela-
tions are retained due to reciprocal business deals (e.g. research for brokerage purchase). 

Vontobel intends to acquire further customers for their back-office and investment 
service offering. The multi-client capability of the introduced Avaloq system is an 
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Fig. 6. Service map for the Cooperation Vontobel – SVRB 

example how a standard software package can enable new business models. Further-
more, it can be a competitive advantage to have the service offering already imple-
mented on this system, as Avaloq is a popular software platform in Switzerland, Since 
the IT services and the maintenance of systems like Avaloq are not part of the core 
business of Vontobel, the private bank decided to establish a partnership for the secu-
rities processing called VONSYS with the IT service provider T-Systems. Thereby 
Vontobel only cooperates with T-Systems in the IS maintenance but not in the execu-
tion because the processing of sophisticated products demands for excellent banking 
know-how. The snapshots of the service map with its service clusters shown in figure 
6 indicate the competence orientation already mentioned in chapter 4.1. The 19 pre-
sented service clusters imply 64 specified services on the three service layers referred 
to in chapter 3.3 and were identified according to the procedure model in [23]. The 
service cluster execution contains e.g. the process services: execution service, place-
ment service and pooling service, underlined by the routing and pooling rule services 
as well as by the order data service, providing the transaction data. 

The instrument of the service map provides a more detailed outline of the service 
offerings than the roles and processes. It allows to analyze the as-is or to-be position-
ing of Vontobel within the network by linking strategy towards IS. The methodology 
developed in the research program implies furthermore techniques for mapping the 
service clusters towards implemented application or IT services on a finer granularity 
e.g. within the Avaloq system. The service map provides therefore simultaneously the 
interface between the roles with its contained business functionalities and the encap-
sulated IT functionalities of the Avaloq platform.  

5   Conclusions 

Swiss banks are currently facing a fundamental transformation towards more net-
worked structures (cf. section 1). In order to reach high efficiency and flexibility the 
redesign of networks should be supported by an integrated methodology implying 
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procedure model, guidelines and instruments. Though BNR is in debate for several 
years a holistic methodology has not been reached yet (cf. section 2.1). This paper 
introduced different instruments on the three layers of Business Engineering: strategy, 
process and systems, as part of such a holistic methodology (cf. section 3). Coinstan-
taneous the service-oriented architecture concept has been integrated as it promises to 
enhance the required flexibility of the application landscape. The application of the 
service orientation paradigm fosters the core competence orientation in the field of the 
loans or investment process, besides highly standardized processes like payments. 
Therefore the instrument of the service map has been deduced (cf. section 3.3). As the 
network model and service map is based upon business processes, a reference process 
for the investment scenario has been differentiated (cf. section 3.1). The case study 
VONSYS has been used to apply network model and service map (cf. section 4) in a 
before and afterwards scenario.  

The instruments provide a common understanding on the different layers concern-
ing the positioning within a network as well as the service offerings exemplified in 
the service map. Using the reference network model, an enterprise is able to identify 
its actual position in a business network as well as its desired role by comparing it to 
the according roles in the reference network and their characteristics. The value crea-
tion of each role can be further analysed by using an assessment model, which differ-
entiates qualitative and quantitative assessment [33]. Meanwhile the assessment 
model, presented in [33], is enhanced by allowing the network oriented assessment 
including the service oriented dimension. A consistent integration of design and 
analysis on one side and assessment on the other side is to a specific extent already 
reached within the methodology and will be deepened in future research. 

The service map allows mirroring of the network to the IS layer and thus realize 
the consequences of the redesign on the IT landscape. A more detailed link to under-
lying systems and data structure can be reached by applying a mapping technique 
affiliating services provided in the service map and services on a finer granularity 
representing implemented functionality.  

Further research should focus simultaneously on the application of the proposed 
instruments to further business processes in the finance industry and on the detailed 
formulation of the mentioned process models, guidelines and techniques. The holistic 
methodology will be based upon a meta model, which is in progress and will be pre-
sented in one of the next papers.  Moreover we will dare to apply the service-
orientation paradigm towards the strategy layer by converging business roles and 
service clusters as already indicated in figure 2 aiming at a consistently enterprise 
architecture. By the time we will apply the proposed instruments to further industries 
in order to provide a generalized methodology. 
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Abstract. A competitive customer management system requires the use of ade-
quate metrics for performance controlling and management. This is of particular 
relevance for industries focusing their value creation on marketing and sales as 
it is the case in retail banking. Customer Lifetime Value (CLV) and related met-
rics are well-accepted solutions in scientific literature, but the diffusion into 
bank practice has not fully taken place yet. Adoption modeling can help ex-
plaining the use of CLV and identify major factors of influence for its adoption. 
In analogy to the Technology-Organization-Environment (TOE) framework 
which structures influential factors for the adoption of technological innova-
tions, we developed an Innovation-Organization-Environment model, transfer-
ring the TOE approach to the adoption of a generic innovation. The competitive 
pressure is identified as a dominating driver, but perceived ease of use is also of 
high relevance, whereas a negative link from firms’ profitability to the adoption 
of CLV is revealed.  

Keywords: Adoption Research, Customer Lifetime Value, Customer Manage-
ment, Retail Banking. 

1   Introduction 

The past decade has seen rapid and substantive changes in the way the customer rela-
tionship is dealt with in financial services [1]. Customer Relationship Management 
(CRM) is widely in use nowadays and the relevance of value-based customer man-
agement has increased significantly (see [2] for literature review). As the controlling 
and managing of any activity requires specific and adequate metrics, there is a strong 
need for metrics related to the value of the customer base. 

At the individual level, Customer Lifetime Value (CLV) is considered being the 
focal construct of customer management [3]. The understanding of the CLV concept 
is a prerequisite for managing customer management processes [4]. 

Still, these metrics are not widely in use at the moment and financial services pro-
viders are reported not to have an accurate sense of customer value [5]. Existing stud-
ies investigating the usage of these customer value metrics mostly do not analyze 
causal effects; they just focus on the description of usage frequencies [6, 7] or analyze 
the adoption of CRM as a whole [8]. Thus, the factors influencing the CLV adoption 
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in retail banking should be analyzed, in order to provide a basis for further research 
aiming to improve the way such metrics are introduced, implemented and communi-
cated to facilitate a more comprehensive adoption within retail banking. Therefore, 
our research question is: 

What are the major drivers for CLV adoption in banks? 

To approach this question, after a short description of the object of research (sec-
tion 2), we review current literature related to organizational adoption of innovations 
(section 3), develop a causal model and derive hypotheses based on prior literature on 
innovation adoption (section 4). We describe our methodology (section 5), then ana-
lyze the model using Partial Least Squares (PLS) method and data from European 
retail banks (section 6) and conclude with a discussion and the limitations of our re-
search (section 7). 

At the bottom line, we can reveal a significant impact of competitive pressure on 
the adoption of CLV in retail banks. Moreover, quite surprisingly, we find that a 
bank’s profitability negatively impacts the adoption of the CLV. 

2   Customer Lifetime Value (CLV) Concept 

In this section we introduce the concept of Customer Lifetime Value and give a brief 
overview on related research. The ongoing trend towards value orientation in compa-
nies is reflected in every aspect of companies, as it is the case in customer relationship 
management [e. g. 9, 10-12]. Investments into such processes should be evaluated 
according to its value contribution [e. g. 13, 14], involving strategic decisions on 
business process modeling and IT investments [e. g. 15], but also tactical decisions of 
the day-to-day business [16]. 

CLV has been introduced as the value of the customer relationship to the firm in 
monetary terms. The CLV integrates assumptions about the future stream of income 
from a customer, the appropriate allocation of costs to customers, the discount factor 
and the expected retention of a customer [17]. It is computed as a customer’s sum of 
current and future cash flows [18] or profits and discounted using a specific discount 
rate (e. g. the weighted average cost of capital [WACC]). The knowledge of the indi-
vidual customer’s CLV enables solving typical business decision problems regarding 
targeting and acquisition, segmentation and resource allocation. On an aggregate 
level, the total of all individual customers’ CLV can be aggregated to the customer 
equity which provides the management with a sound understanding of the long-term 
value of the customer base [19, 20]. The CLV is therefore considered the “focal con-
struct” of customer management on the individual level [3]. 

Nevertheless, little has been published on the adoption of CLV, and especially not 
in retail banking, which is one of the industries predestined for a valuation of cus-
tomer relationships, due to its contractual customer relationships [21]. 

The vast amount of research regarding CLV focused mainly on methods for com-
putation and evaluation on the one hand and on the impact of strategies and tactics on 
CLV, but not on the adoption and usage of the metric itself. CRM concepts in finan-
cial services were studied by Karakostas et al. [8] or Ryals et al. [22], without specific 
consideration of value metrics. The dissemination of customer metrics is considered 
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by Reinecke [6] or Reichold et al. [7], not focusing on adoption issues. Wiesel et al. 
[23] studied the reporting of customer value metrics in investor relations communica-
tion in Europe. They find a low usage in financial services also indicating, that there 
is not an industry-wide consensus of the importance of these metrics. 

Even though this field is of certain theoretical and managerial significance, there is 
not a clear understanding of factors which determine banks to adopt CLV. This is why 
we address this specific issue by using an “innovation adoption lens”. For the adopt-
ing bank, introducing CLV is associated with important organizational challenges 
[24]. This implies not only changing existent and introducing new reporting and man-
agement processes, but also adopting the necessary technology, like the software 
required for the computation of CLV, integration with the existing data warehouse 
infrastructure, implementation into controlling tools and employee training. Thus, 
while studying CLV adoption from an innovation perspective is an appropriate ap-
proach for coping with the above challenges, this article focuses – as a first step – on 
the determinants of CLV adoption. The adoption process itself is not covered by our 
study. 

As CLV incorporates not only a performance figure, but also allows a paradigm 
shift in the way the customer is dealt with, and therefore has a major impact on man-
agement practice, marketing strategy and organizational behavior. 

3   Related Literature 

To analyze the adoption of CLV, one can draw from the vast literature on innovation 
adoption especially in the field of information systems. A majority of adoption re-
search literature copes with the acceptance of innovations by individual persons, 
whereas the organizational adoption is less common [25]. Nevertheless, theoretical 
aspects from the individual perspective can be, and have been, transferred to decision-
makers or managers of small businesses or specific departments [26, 27]. The Tech-
nology Acceptance Model [28] is a well-known model for the individual perspective 
based on the Theory of Reasoned Action [29], explaining the individual adoption by 
two constructs, the Perceived Ease of Use and the Perceived Usefulness. Both con-
structs have been used to study adoption of innovations by both individuals [30] as 
well as organizations [31]. In order to legitimately use innovation characteristics like 
Perceived Usefulness and Ease of Use in an empirical study of the organizational 
context, one has to make sure that the people questioned are the ones responsible for 
making the original and any subsequent decisions to adopt the innovation [31]. 

While the individual adoption research is dominated by innovation properties and 
the environment, the organizational adoption research also needs to take properties of 
the adopting organization into consideration [32]. In their thorough literature review, 
Jeyaraj et al. [33] have found that organizational factors like organization size and top 
management support range among the best predictors of organizational innovation 
adoption. 

Another perspective has been added to the innovation and the organization per-
spectives by Tornatzky et al. [34], who added environmental perspective and estab-
lished the so-called technology-organization-environment (TOE) framework, which 
serves as an important framework for predictive studies of organizational innovation 
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adoption. Thus, the framework identifies three categories of factors which have a 
major influence on the adoption of innovations by organizations. First, characteristics 
of the innovation, second, aspects describing the organizational context of the adopter 
and third, factors describing the environmental context as the external setting consist-
ing of customer, competitors or regulators [34]. The framework has been tested 
broadly in information technology adoption [see 35 for literature review]. For exam-
ple, Kuan and Chau [36] implemented this to explain the adoption of EDI technology. 
The usefulness of the framework for understanding the diffusion of complex IS inno-
vation was shown [37] and the transfer of the TOE framework to other innovation 
domains was suggested as ‘one future line of research’ [38, p. 17]. A thorough review 
of factors belonging to one of the categories above, which have been used in IT inno-
vation adoption research, is given by Jeyaraj et al. [33]. 

As this framework covers aspects similarly relevant for the adoption of value metrics, 
we make use of it to identify the specific contextual variables for CLV adoption, thereby 
transferring it from the technology background to a generic innovation adoption. 

4   Research Model and Hypotheses 

In this section, we develop our research model, covering aspects of the innovation 
itself, the organization and the environment. 

4.1   Innovation 

The introduction of the CLV concept is a major milestone in the development of market-
ing metrics [39-41]. The CLV allows the transition from the traditional product-centric to 
a customer-centric approach, enabling a new paradigm for the way the customer relation-
ship is dealt with, respectively the mere enabler of understanding a customer relationship 
in a quantitative way [3]. This is especially the case for retail banking [21, 42]. 

The CLV was considered necessary for the implementation of competitive cus-
tomer management processes [4] and was attributed the ability to generate competi-
tive advantage [43]. It therefore qualifies as an innovation according to Rogers [25, p. 
8], who states that innovation is “[…] an idea, practice, or object that is perceived as 
new by an individual or other unit of adoption”. 

In a technological context, the vast quantity of studies following Davis’ technology 
adoption model [for a recent review see 44], identified relationships between the con-
structs of Perceived Usefulness (PU) and Perceived Ease of Use (PEU). As a metric 
like CLV is typically applied on different managerial levels, business units or individ-
ual levels [11], its application follows a similar logic as the introduction and use of a 
technological innovation. 

In contrast to technological innovations, metrics do not just serve to support a spe-
cific task, but are embedded into a broader system of metrics to enable a multi-
dimensional performance measurement aligned to superordinate aims [45]. Thus, 
there is a need to test in how far the CLV fits into this system and is relevant for the 
management of the business unit (Perceived Importance). This Perceived Importance 
is obviously influenced by the Perceived Usefulness. We therefore hypothesize: 
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H1a: Perceived Usefulness of CLV has a positive impact on Perceived 
Importance of CLV. 

H1b: Perceived Importance of CLV has a positive impact on adoption. 
H1c: Perceived Ease of Use of CLV has a positive impact on adoption. 

4.2   Organization 

As Gopalakrishnan et al. [46] show, the impact of firm size on innovation adoption 
led to contradictory results in research. Whereas one argumentation proposes that 
larger companies are more successful in adopting innovations due to superior access 
to resources [47], others argue that flexibility is beneficial for smaller companies [48, 
49]. We follow the first argumentation, as size is important because larger organiza-
tions tend to be more functionally differentiated, with a greater variety of specialized 
tasks, influencing the adoption of innovation [50]. Even more important, the benefit 
of advanced customer management systems incorporating CLV measurement grows 
with the number of customers [4]. Furthermore, for the specific context of CLV adop-
tion, flexibility plays only a minor role, as performance management systems and 
metrics are usually not changed within a short time. 

 
H2a: The size of the bank has a positive impact on CLV adoption. 

 
There is a similar argumentation for the relationship between firm profitability and 

(technology) adoption. As more profitable firms can allocate more available resources 
to the adoption, the adoption process will speed up and be more successful [51]. 
Hence, 

 
H2b: Profitability has a positive impact on CLV adoption 

4.3   Environment 

The environmental context of retail banks typically consists of customers, (product) 
suppliers, sales partners, competitors, regulators and investors. Customers are not 
involved in bank management at all (they are just the object of controlling activities) 
and, although customer value based metrics have a high explanatory power, regulators 
as well as investors do not show any interest at the moment [23] and can therefore be 
left out. As the vertical integration in banks is typically high [52], products are mostly 
produced in-house, and the customer relationship is being managed by the bank itself, 
which results in negligible demand for customer metrics from supplier or partner side 
at the moment, which is also induced by data protection regulations. The main envi-
ronmental influence originates from competitors. The competitive pressure refers to 
pressure on using a technology or practice that has already been successfully adopted 
by competitors [53]. It tends to press companies to seek for competitive edge [54] and 
thereby makes the firms more innovative overall [55]. The competitive pressure in 
retail banking is high [56] and the customer lifetime value as a metric has the ability 
to generate competitive advantage [43]. Hinshaw [57] sees the implementation of 
customer valuation as a major success factor and expects the financial providers to 
experience competitive pressure. 
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In analogy to [37] we define the competitive pressure as the percentage of compa-
nies in the peer group who have already adopted the innovation. The competitive 
pressure does not only affect the adoption itself, but also the attitude against the inno-
vation. We therefore hypothesize: 
 

H3a: Competitive pressure has a positive impact on the perceived im-
portance of CLV. 

H3b: Competitive pressure has a positive impact on adoption of CLV. 
 

Figure 1 depicts our research model. 
 

 

Fig. 1. Conceptual model for the adoption of CLV 

5   Methodology 

The constructs were operationalized using established indicators whenever possible. 
The constructs and the relevant sources are depicted in Table 1. 

The constructs were used in the survey in a German version using the back-
translation method [60]. When applying a positivist approach and testing a set of 
hypotheses in a structural equation model, a strong underlying theory is recommended 
[61]. Therefore, all hypotheses are well-grounded in the existing literature, most of 
them being grounded in the TOE framework. 

To determine the adoption behavior by testing those hypotheses, an empirical study 
among retail banks in German-speaking countries has been conducted. The survey 
was conducted using a written questionnaire, distributed online as well as in paper 
form from May till June 2006. 

The research model was operationalized as a structural equation model and estimated 
using the Partial Least Squares (PLS) approach [62, 63] with the software implementation 
SmartPLS [64]. In contrast to covariance-based approaches (e.g. LISREL), PLS has 
minimal demands on measurement scales, sample sizes and residual distribution [62], 
which makes it suitable for the analysis of a small sample of banks. 

 
CLV Adoption  

Organization 
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Firm Profitability 
Perceived 

Importance of Customer 
Management 

 

Environment 
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Table 1. Constructs and related indicators 

Construct Indicator Loading t-statistic 
PU-1: Using the Customer Lifetime Value 
would enable to accomplish the company’s 
aims more quickly. 

0,868383 42,589495 

PU-2: Using the Customer Lifetime Value 
would improve firm performance. 

0,860614 23,821281 

PU-3: Using the Customer Lifetime Value 
would increase sales productivity. 

0,846621 14,147528 

PU-4: Using the Customer Lifetime Value 
would improve the ratio between resources 
and benefits. 

0,798549 15,425134 

PU-5: Using the Customer Lifetime Value 
would make it easier to accomplish the 
company’s aims. 

0,878610 34,255960 

PU 
[28] 

PU-6: I would find the Customer Lifetime 
Value useful for the company. 

0,882714 32,309709 

PEU-1: The introduction of the Customer 
Lifetime Value would be easy for me. 

0,890282 27,199328 

PEU-2: I would find it easy, to achieve the 
aims by using the Customer Lifetime Value. 

0,831791 5,065857 

PEU-3: Using the Customer Lifetime Value 
would be clear and understandable. 

0,811479 11,088420 

PEU-4: I would find the usage of Customer 
Lifetime Value flexible according to our 
application. 

0,783673 14,528682 

PEU-5: It would be easy for me to become 
skillful at using the Customer Lifetime 
Value. 

0,759518 10,381079 

PEU 
[28] 

PEU-6: I would find the Customer Lifetime 
Value easy to use. 

0,730636 9,124180 

PC-1: Rank the metric Customer Lifetime 
Value according to its importance for your 
decision making in customer management at 
the moment. 

0,897596 27,889340 Perceived 
Importance 
CLV 

PC-2: Rank the metric Customer Lifetime 
Value according to its importance for your 
decision making in customer management in 
future. 

0,886374 48,327931 

PR-1: Return on Assets (RoA) [balance 
sheet data] 

0,991 5,056 Profitability 
[58] 

PR-2: Revenues (per Employee) [balance 
sheet data] 

0,758 3,365 

Firm Size 
[59] 

FS: Total Sum of Assets [balance sheet data] 1,00 — 

Each behavioral construct in the research model is represented by a set of indica-
tors being measured on a fully anchored 5-point Likert scale. PEU/PU constructs were 
measured using scales from “strongly disagree” to “strongly agree”, relevance-related 
constructs ranged from “very low relevance” to “very high relevance”. The question-
naire was pre-tested independently with three managers from different banks which 
have not been included in the final sample. Based on the insights acquired in these 
pre-tests, the questionnaire was modified and finalized. 
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The banking sector in German speaking Europe has been chosen as a research do-
main because of the substantial importance customer management plays in this over-
banked and over-branched market [65]. 

6   Analysis 

6.1   Demographics 

In 2006, the questionnaire was sent out to the 430 largest retail banks selling to Ger-
man speaking customers. 68 responding banks lead to a response rate of 18%, which 
consisted of 53 banks from Germany, 7 each from Swiss and Austria and 1 bank from 
South Tyrol/Italy (with German as the language of business). The distribution of re-
sponses amongst the banking groups (private banks, savings bank, cooperative banks, 
and other banks) matches the distribution in the sample, as does the size of the banks. 

6.2   Model Validation 

Measurement Model Specification 
The complex behavioral constructs used in the model are derived from other studies 
(Perceived Ease of Use and Perceived Usefulness from Davis [28]) and adapted to the 
specific research domain. All constructs are measured in reflective mode as the indi-
cators meet the criteria postulated in Jarvis et al. [66] for reflective measurement 
models. Indicators for the relevance constructs were adapted and validated accord-
ingly. The adoption of CLV itself was measured as the mere existence of the metric in 
the organization and the diffusion across organizational levels and departments. Firm 
size was operationalized by the total sum of assets in the balance sheet, as one of the 
two proposed measures by Tschoegl [59] and the only one available for non-listed 
companies, which is reflected in many other studies [e. g. 67]. 

Firm profitability is measured by Return on Assets (RoA) and Revenues (per em-
ployee) as these measures are typically used in literature, [e. g. 58, 68, 69, 70]. To 
avoid any common method variance, data for these indicators was obtained from the 
individual published balance sheet and P&L to obtain measures of the predictor and 
criterion variables from different sources [71]. 

Reflective Measurement Model 
The quality of the reflective measurement model is determined by (1) convergent 
validity, (2) construct reliability and (3) discriminant validity [72]. 

Convergent validity is analyzed by indicator reliability and construct reliability. In 
the model tested, all loadings are significant at least at the 0.1 level and above the 
recommended 0.707 parameter [62]. 

Construct reliability was tested using the composite reliability (CR), estimated in-
dices were above the recommended thresholds of 0.6 [72]. 

Discriminant validity of the construct items was analyzed by examination of the 
cross-loading. The loadings of the indicators resp. Pearson’s correlation of the spe-
cific construct are always higher with this construct than with others [73]. Further-
more, the Average Variance Extracted (AVE) is always higher than the recommended 
threshold of 0.5 [74]. 
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Structural Model 
In addition to the review of the measurement model, the explanatory power of the struc-
tural model is evaluated. The squared multiple correlation (R²) for the dependent vari-
able adoption of 0.261 indicates explanatory power, although it is rated “low” [62]. 

The Stone-Geisser test (Q²), measuring the quality of each structural equation by 
the communal validity redundancy (cv-redundancy index), is positive and therefore 
the model has predictive relevance [75, 76]. 

Note that all paths’ significance is above the criterion of 0.1 [77], the relevant paths 
are depicted in figure 2. The analysis of overall effect size (f²) reveals that all con-
structs on significant paths have moderate or weak effects [62]. 

Perceived
Ease of Use

Perceived
Usefulness

Importance
CLV

Adoption
CLV

Firm Size

Profitability
H1b

H1a

H1c

H2b

H2a

Com-
petitive
Pressure

H3a(-)0.256*
t=2,359

(+)0.205
t=3,511

(+)0.604
t=3,865

R2=0,259

(+)0.359
t=3,430

(-)0.007
t=0,050

(+)0.006
t=2,284

H3a

(+)0.445
t=3,291

 

Fig. 2. Path model with significant relations 

6.3   Results 

We estimate the results using PLS, the results are shown in figure 2 to save space. We 
find that all aspects of our model have a certain influence on the adoption, although 
not all hypotheses on positive directions are supported. 

Among the characteristics of the innovation, the relevance of CLV for customer 
management is explained by the Perceived Usefulness the CLV (H1a; path coefficient 
of 0.604). The adoption of CLV is explained by the Ease of Use (H1c; path coeffi-
cient of 0.205), there is not a significant effect of the CLV Importance (H1b). This 
may result in the interpretation that the participating marketing manager's view on the 
CLV Importance was not sufficiently taken into consideration when the metric was 
implemented or the view changed after the implementation.  

Among the aspects of organization, the negative causal effect of profitability on the 
adoption of CLV shows that banks realizing a high profit do not value the CLV met-
ric, which is considered useful for supporting management geared to long-term 
profitability. As the profitability measures, which are fully accepted in literature, are 
not explicitly long-term oriented (and in case of the revenues per employee rather 
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short-term), one may assume that profitable banks strongly prefer short term metrics, 
avoiding a long-term orientation in terms of performance measurement.  

Firm size does not have any effect on CLV Adoption. This might be, on the one 
hand, a result of the nature of the business models implemented – as CLV is espe-
cially beneficial for the standardized high-volume business there is not a big func-
tional differentiation between smaller or bigger banks in this business. Products as 
well as sales channels are rather similar. On the other hand, a possible explanation for 
the missing influence of firm size lies in the accessibility of the innovation. Imple-
menting CLV requires certain effort and knowledge, but in contrast to some techno-
logical innovations, the capital investments and the necessary technical knowledge for 
implementation are limited. Therefore, there is not an extreme difference in the inno-
vation accessibility for smaller and bigger banks. All in all, both hypotheses H2a and 
H2b can be rejected. 

Regarding the environmental influence, we find a very high impact of competitive 
pressure on the adoption of CLV with a coefficient of 0.359, which makes it the most 
important factor influencing the adoption. It has an even higher influence on the per-
ceived CLV Importance with a coefficient of 0.445. Thus, the hypotheses H3a and 
H3b are supported. 

As all aspects related to innovation, organization and environment have significant 
(albeit not always positive) impact on the adoption of CLV, we regard this model as 
useful for explaining the adoption of this innovation. 

7   Discussion / Limitations and Conclusions 

Using data from a survey in German-speaking countries, our analysis reveals a sig-
nificant explanatory power of the aspects innovation, organization, and environment 
to explain the adoption of the CLV metric in retail banking. The study clearly shows 
that Competitive Pressure is the factor with the highest influence, followed by Per-
ceived Ease of Use and Profitability (with a negative effect). 

This supports the introduction of value-based customer metrics in so far, as compa-
nies as well as applied researchers should concentrate on the Ease of Use of their cus-
tomer value models and software implementations at first to gain acceptance in practice. 
The hesitant overall use of CLV and the high influence of Competitive Pressure reveal 
that where adoption has taken place, a competitive advantage is possibly implied. 

The study is limited so far, as it includes only retail banks operating business in 
German language at the moment. Therefore the results cannot be generalized, as the 
adoption behavior may differ in other environments. For example, it has already been 
shown that cultural affinities have a higher impact on adoption behavior [78]. The 
model’s robustness would be increased by also considering the effect of perceived 
pressure on CLV adoption as a mediating factor between actual peer pressure and 
adoption. This could be covered in a future survey. 

The study contributes to the existing research by providing an explanation of retail 
bank's adoption behavior of value based customer metrics. This helps bridging the gap 
between the high acceptance of CLV in scientific literature and the less comprehen-
sive acceptance in retail banking practice. The study is also of high relevance for 
industry practitioners as it supports decisions on how to communicate and develop 
customer value models and software implementations. 
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Abstract. Large financial firms with thousands of employees face many chal-
lenges ensuring workers have access to the right information, yet controlling 
access to unneeded data. We examine the problems of role lifecycle manage-
ment and entitlement review processes in the context of large financial institu-
tions. We describe observations from field study research in both retail and 
investment banks. We examine technologies to enable role and entitlement 
management and present a roadmap for future research. 
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1   Introduction 

Mergers in many industries have created very large global enterprises with thousands 
of employees, contractors, and partners scattered around the world. These massive 
collections of people lead to greater anonymity of the employees as they fade into the 
masses and can conceal actions that challenge modern security and controls [1]. Fi-
nancial institutions provide a vivid example of this complexity. There are two major 
kinds of banks in the United States: retail banks and investment banks. Retail banks 
are the institutions that most of us are used to seeing on street corners, and advertise 
services like checking accounts and mortgages. Washington Mutual, Citizens Bank, 
and Sun Trust are examples of large retail banks. In contrast, most Americans will 
never directly interact with an investment bank. Investment banks serve companies 
and governments, raising capital by helping them issue stocks, bonds, and other 
securities. Investment banks often also engage in security trading services, hedge fund 
support, asset management for high net worth individuals, and analyst coverage of 
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securities traded in the public markets. Consolidation in the banking industry has 
created large investment bank firms including Goldman, Sachs & Co. with $37.7B in 
revenues and 26K employees and Lehman Brothers with $17.6B in revenues and 26K 
employees. There are also banks that have both retail and investment banking 
operations, such as Bank of America with revenues of $85B and 176K employees, 
and CitiGroup with $120B in revenue and 307K employees.  

As these organizations grow and consolodate, they face new technological 
challenges. In this paper, we explore a set of such issues that several financial firms 
have encountered in recent years, as researched during a field study encompassing a 
number of retail and investment banks. This field study, while encompassing general 
issues of technology as it relates to business requirements and constraints, focused 
particularly on the sharing and control of digital information. 

Table 1. Summary of visits and individuals interviewed during field study in retail and investment 
banks 

Institutions 3 
Individuals Interviewed 31 
     On-site (many multiples) 24 
      Remote location 7 
Team Days On-Site 16 

The primary field research of the study was conducted at three institutions: two in-
vestment banks and one retail bank. (Table 1 provides details on the number of insti-
tutions and employees interviewed.)  All interviews were conducted in person, either 
on-site or at remote locations. In nearly every case, there were at least two interview-
ers; in some case, an additional 1-2 researchers joined the interviews via teleconfer-
ence. Interviews lasted at least one hour, and many individuals were interviewed 
multiple times over a period of a year. In addition to one-day visits and interviews 
held off-site, a team of two researchers spent ten working days on-site in one institu-
tion, attending security group meetings and interacting with key individuals multiple 
times. Interviews were captured by both researchers, with one entering responses on a 
computer and the other taking hand-written notes. The resulting records consisted of 
over a hundred pages of notes, as well as sanitized documents provided by the finan-
cial partners.  

As we will outline in the rest of the paper, we found that the large financial institut-
ions who participated in our study must balance on a tightrope when it comes to data 
access: information security compromise can lead to significant financial loss [2], but 
so can overly stringent security measures that prevent employees from getting their 
jobs done in a timely fashion. This paper focuses primarily on internal information 
access controls and the risks of overaccess. We present our field study results along 
with a roadmap for future research in the following order. We first consider high-level 
organizational and business factors that help us understand the challenges the financ-
ial sector faces in this domain; in particular, we examine organizational complexity 
and security technology strategies of our partner firms.  
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2   Organizational Complexity Feeds Security Complexity 

Banks are well-known for the intense expectations they place on their employees to 
meet the demands of clients. This intensity often results in significant organizational 
change and employee turnover. As professionals move within the organization, their 
information needs change, requiring rapid, precise computer systems that allow a 
great deal of flexibility, but without comprising security. It is no surprise that fraud 
prevention and confidentiality are major concerns of banks inside and outside of the 
firm. Confidentiality concerns focus on keeping client identities, strategies, intentions, 
and just about everything else held in confidence. Fraud spans issues from theft and 
misapplication to inappropriate use of confidential information. 

Historically, opportunities for fraud may have been a greater concern in small 
firms where a handful of individuals administered the back office, each wearing many 
functional hats, and modern separation of duties and limited-access protocols were 
not feasible. As companies get larger, the intricacies of controls and needed permis-
sions become more complex as both the number of systems and the granularity of ac-
cess rights within enterprise-spanning infrastructures grow. In the large systems used 
by financial services, firms struggle to enable the right levels of access while restrict-
ing privileged information. Many users may not be aware of their access capabilities 
or the possible conflicts that their access could create. 

A toxic combination is a conflict of system access permissions that allows a user to 
break the law, violate rules of ethics, damage customers’ trust, or even create the ap-
pearance of impropriety. There are many ways for toxic combinations to occur. 
Sometimes it is a mistake of not terminating access following a promotion or transfer; 
other times it is a fault of entitlement1 design. An example of toxic combinations oc-
curring from promotion could be as seemingly innocuous as an accounts payable 
clerk retaining the access to write checks once he has been promoted so he can assist 
with that task at busy times. If his new job allows him to go back to edit and even de-
lete check writing records, he has the opportunity to steal money while circumventing 
traditional checks and balances. A design flaw example would be a trader in a com-
mercial bank having access to see holdings of the accounts for clients she manages, as 
well as those of other trader’s clients. The trader’s access could be used to counter the 
aggressive positions of her non-direct client to the enrichment of herself and others, 
which is not only unethical, but also highly illegal.  

Over-entitlement is also risky. It may not seem problematic for employees to have 
access to systems they never use or are unaware of. However, such access introduces 
risk. The root of the problem is that unnecessary or uncontrolled access can lead to 
unintended data editing, accidental disclosure, or internal misuse. That is why Sar-
banes-Oxley (or SOX)2 auditors will flag unnecessary access as a weakness. The large 
investment banks have thousands of information systems and millions of different en-
tailments resulting in extreme complexity for new or transfer employees to get the 
permissions they need. A common solution to this problem is that a new employee or 

                                                           
1 An entitlement is a resource that a person can be authorized to access in a certain way; for ex-

ample, “opening case files” might be an entitlement for application X (we could also call it a 
“privilege” or “permission”). 

2 Also known as the “Public Company Accounting Reform and Investor Protection Act of 2002. 
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a transferred employee will generate a request to simply copy the entitlements of the 
most well-endowed person in the department to the new individual, frequently leading 
over-entitlement for the new individual’s needs. 

From an employee’s point of view, increased portability and accessibility of infor-
mation facilitates productivity. Employee turnover has always been a concern for in-
formation leakage, but, as information becomes more fluid and more easily accessed 
over public networks, control of voicemail, remote email, PDA email, and home use 
of corporate files becomes more important. For example, a few years ago, one large 
bank’s IT security group came to the realization that much of their important data 
lived in Excel spreadsheets, rather than the large, secure proprietary systems one 
might have expected (and hoped). This realization led them to prioritize the purchase 
and implementation of additional software and controls to further limit the movement 
and access of these files. 

In addition to the large, multi-function corporate systems, companies are also shift-
ing management strategies and human resources faster than ever before. In the in-
vestment banking space it is quite common for people to move between internal 
organizations and be transferred across information boundaries. The frequent shifting 
of staff may result in information users collecting system entitlements over time if the 
system access is not actively managed, resulting in a toxic combination of privileges. 

Innovations in organizational structure also make security more difficult [3] as far 
as approving, monitoring and terminating information access are concerned. Most 
people are familiar with static hierarchical organizations in which everyone has a 
boss, who reports to a higher-level boss, and organizations have defined lines of re-
sponsibility as depicted in Figure 1. Team-based and matrix-structured organizations 
[4] are becoming more and more prevalent in professional society and especially in 
the financial services industry. In a matrix organization [5] employees may report to 
many “bosses,” each for a set of different projects or activities, as also depicted in 
Figure 1. Some entitlement technologists have called these intertwining multiple 
hierarchies polyarchies. The polyarchy is simply a group of non-linear reporting 
relationships that come together to make an organizational matrix. 

As more organizations take on a matrix structure, it becomes less evident who re-
ports to whom and who is responsible for permitting and terminating data access. 
Employees may no longer have direct managers, as roles such as functional manager, 
group manager, engagement manager, review manager, and co-manager have become 
prevalent in financial institutions, professional service firms, and corporations. Addi-
tionally, the need for easy transfer from one role to another within a company is part 
of the organizational design that accentuates the complexity of securing information. 
Questions like, “Who owns this data or file?” and, “Who should approve access?” be-
come common as data stores accumulate. The natural trap is for IT to give people ac-
cess to whatever they ask for without an appropriate approval process; this often 
happens in cases in which there is no credible manager and IT is not able to track 
when the entitlement is no longer needed, or identify when it conflicts with new re-
sponsibilities. We have heard IT professionals jest that one can track a person’s career 
path by examining their system entitlements, which seem to rarely be adjusted down 
in advancement or transfer. We have been cited examples in which 50-90% of the in-
dividuals with access to particular data store also have legacy access to information 
that they no longer need.  
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One critical goal of information security in the financial industry is to get the right 
information to the right people with maximum efficiency. Often, this involves the la-
borious task of individually granting access rights and entitlements of specific pro-
gram applications to each user. A growing desire from security professionals within 
the industry is to create automatic rules and roles that can identify user attributes and 
access needs so as to automatically perform entitlement and potentially anticipate fu-
ture permission needs. This goal is not dissimilar to that of sophisticated on-line re-
tailers and content providers. The recent buzz among the management for websites 
like Yahoo.com and Facebook.com is that they aspire to create a “segment of one.” 
Essentially, they would like to perfectly tailor the content a user receives to precisely 
meet the needs of that user based on historical and current activities. Given rapidly 
evolving content availability and the vast amount of traceable data a user can gener-
ate, perfect individual tailoring is nearly impossible without dedicating vast amounts 
of human resources to constantly code new rules or artificial intelligence that can 
learn and predict trends and personalities. While the “segment of one” may be far off, 
the institution of automated rules to guide information access may not be far from re-
ality for investment banks. These corporations’ desire for automatic permission tailor-
ing is similar to customized content delivery, but the risks of getting it wrong are 
higher both in productivity downtime and unintended access. We will further discuss 
this issue after we examine some key security strategies employed by several invest-
ment banks. 

 

Fig. 2. Privileging in traditional hierarchical corporate structures (left) vs. in dynamically, “ma-
trixed” organizations (right). An arrow represents a supervising relationship (directed graph). 
We note that on the left, each person has exactly one direct supervisor, whereas on the right, 
each may have two or more. 

3   Security Strategies 

As part of our research, we interviewed IT professionals in a collection of large Wall 
Street financial institutions. We found one firm to be highly progressive, whose secu-
rity professionals see the ambiguity of their matrix organizational design as an oppor-
tunity to “get into the business” and build collaborative bridges between IT and 
revenue-generating operations, both adding value to solutions to improve operations 
and generating a more secure environment through understanding the issues surround-
ing the business. This practice of getting “into the business” requires a highly compe-
tent IT staff, a self-starter culture that fosters collaboration and self-sacrifice for the 
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good of the organization, and the tolerance for the additional investment in relation-
ships. While expensive, it seems to result in bleeding edge innovation and preventa-
tive results that seem to pay big dividends in the complex, fast paced world of 
financial markets.  

In this particular financial organization, security strategy is tied to its culture. This 
culture is strongly oriented toward self-starters who work in teams with the goal of 
enriching the firm immediately through profitable activities, and over the long term 
by building the firm’s reputation. This view that reputation is paramount in impor-
tance to the long-term fortune of the firm and individuals motivates the firm leaders to 
do whatever is conceivably possible to protect the IT resources of the firm within the 
bounds of productivity requirements. The urgency to protect the firm results in a few 
key strategic positions. 

Willingness to Buy or Build New Applications: It sounds simple to say, “If you can-
not buy something, you can just build your own.” However, this is not a common ap-
proach outside the upper echelon of the financial services industry, and even there, 
building custom solutions can be seen as too laborious or expensive to make it worth 
the firm’s while. This particular progressive firm is truly agnostic on the buy-versus-
build decision in its opinions on headache and firm resources. It feels that the security 
of its specialized systems and data is too important to risk not having the right system 
attributes. To this end, it has an army of employee programmers and contractors at the 
ready to build what it needs for both security and business applications. One staffer 
notes that they are “totally fearless” when it comes to building a solution if they can-
not find a commercial one that meets their needs. They are also not afraid to ask a 
vendor to sell them part of a program (and then build it into existing or new applica-
tions currently used by the firm), or to request that a vendor heavily modify an appli-
cation. One employee stated that this determination to find the right solution, even if 
it doesn’t currently exist on the marketplace, “teaches them a lot” about what they 
need and what to look for in future solutions. 

At this firm, an initiative to build a new program for the firm is not taken lightly. 
Employees are highly intolerant of half-baked applications (whether created internally 
or by vendors) that unduly slow or block the flow of business for a moment. The deci-
sion to build an application is a commitment to see it through to its operational com-
pleteness. 

To contrast this firm’s perspective, another firm we spoke with had the capability 
to and does build its own systems for productivity and security functions, but we de-
tected its bias to purchase software or work with an outside vendor who will develop 
a commercial application that includes their needs. Their perspective is based on the 
benefits of financial efficiency of using outside vendors and appreciates the support 
that comes with purchasing software. 

Financial Freedom to Explore Options: The delegation culture that results from 
management’s expectation that all employees of this particular firm are self-starters 
can allow for great amounts of freedom to explore new concepts in information secu-
rity without burdensome oversight. This freedom is provided via financial funding 
and an absence of day-to-day accountability for personal actions within the project 
management level of the security group. The security group is expected to keep the 
firm safe. As long as security breaches do not occur or, more importantly, that nothing 
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shows up in the Wall Street Journal indicating a confidentiality or fraud event, the 
group does not fall under scrutiny and feels free to work on whatever initiative seems 
important to them, even if the results are not immediately visible.  

The Chief Information Security Officer expressed his constraints well: “Funding 
and resources have never been much of an issue. It is a question of control and flexi-
bility. The hardest part is to achieve balance from the client side.” The control of the 
information resource and flexibility for the business to get the job done are of para-
mount importance. Each one must be satisfied while not overpowering the other.  

This freedom allowed this firm to develop innovations in information rights audit-
ing for key applications years before Sarbanes-Oxley came into existence and regula-
tors began penalizing other investment firms for their lack of foresight. This firm’s 
institution of the SOX-type tools was not motivated out of the expectation that Con-
gress would institute new rules, but that the firm and the industry needed this type of 
controls. 

Open Vendor Relations: Despite its willingness to build whatever it needs, this firm 
is a big buyer of vendor-created applications. However, its size and clout within the 
industry leads to relationships that are generally more than the standard arms-length 
buyer-seller relationship. These relationship differences are derived from this firm’s 
objective in getting precisely the right program attributes and willingness to collabo-
rate. It is not uncommon for this firm to ask technology vendors to customize their 
products and make them go through months of, and sometimes years of, proof-of-
concept exercises. 

This firm also sees itself as an innovator within the industry. Management often 
shares the program attributes that it has created generally within its internal systems 
with vendors who approach them with “competing” products. They see this as both an 
opportunity to help the vendor create a product that may be useful to them in the fu-
ture and an opportunity to give vendors insights that may help others in the industry. 

Innovative Security Group Structure: Many investment banks separate the responsi-
bility of monitoring security needs and generating security policies to a business risk 
organization staffed with business analysts who frequently work with a separate IT 
security organization that is responsible for the development and management of se-
curity applications. At this firm, however, there is no separation of the business risk 
organization and IT risk organization. The security innovators are the security crea-
tors. Many of the professionals who join the team come in with backgrounds in vari-
ous technical and non-technical fields, but very few had previous experience as  
information security specialists. They learn security on the job and are expected to be 
conversant in both the IT needs and the business activities of the firm. When they dis-
cover a need to mitigate risk they do not give the task to another organization they 
find their own solution or directly manage its development with the programming re-
sources within the firm. They have created an environment where policy creation is 
not the end of one person’s job that is handed off to another, but the beginning of a 
development cycle where the policy developer is also the solution creator who must 
prove hypotheses and get firm buy-in for the changes he spurs in the organization. 

As a security application or tool is created, the team makes sure it can be “com-
moditized.” They use the term commodity in this sense to indicate that they do not 
want the usage of the tool to be so complex that it cannot be handed to someone else. 
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In fact, the security team does not want to build a security empire. They want to de-
velop tools and spin them out to fall under the responsibility of other existing or new 
organizations that report outside the information security group; one employee stated 
that they see themselves as a “factory solution” that creates and distributes technology 
and processes to the rest of the firm. The security team retains some control or input 
into the strategy, architecture, and budget of the spin-out, but does not want to be part 
of the day-to-day administration of security, just the innovation. 

This structure may not be fully feasible to other companies, but the practices of 
eliminating boundaries by combining functions and raising the bar on security profes-
sionals to see themselves as part of the business could be helpful to many organizations.  

4   Managing Complexity in Security 

Thus far we have explored business and organizational characteristics that affect in-
formation security in financial institutions; we have seen that organizational complex-
ity introduces tremendous challenges, and that business strategies on technology can 
greatly impact a firm’s effectiveness in data management. While conducting inter-
views on these aspects of the problem, we also used the field study to focus on a 
number of key technological issues; of particular interest was one firm’s experiences 
conducting a SOX-mandated review of entitlements, as well as the challenges one 
firm faces in its efforts to deploy role-based access control (RBAC). Examining these 
problems and the technology firms used (or could not find or build to use) helps us 
better understand the need for new tools and research in this domain.  

4.1   Entitlement Review 

During our research visit, a team within the technology group was in the process of 
finishing a comprehensive entitlement review of all SOX-relevant applications (on the 
order of 200 different programs). The purpose of the review was to verify that each 
employee of this firm who has access to these applications has an appropriate set of 
entitlements, neither so few that they can’t complete their jobs, nor so many that they 
pose an information risk. In many lights the review was a success: most employees’ 
active entitlement set was reduced 30-50%. Yet, although the participation was high 
enough to satisfy audit requirements, the review also saw a low level of buy-in from 
certain business units (even when we account for the business units that were exempt 
because they already had an entitlement review process in place); given these two sta-
tistics, it is difficult for this firm to estimate the impact that the review had on the risk 
posed to the company. As one staffer told us, they cannot know if reducing Alice’s 
entitlements twice as much as Bob’s indicates that Alice’s risk was reduced twice as 
much as her counterpart, nor can we accurately estimate how business unit A’s 100% 
participation compares to business unit B’s 50%. The technology risk team deals with 
this mix of hard statistics and nebulous interpretation all the time, which makes meas-
uring the success of their efforts (and thus the value to the firm) very difficult.  

Employees were asked during the entitlement review process to undergo a self-
review, during which they were provided with a list of their active entitlements and 
asked to release those they did not need. This phase of the review was more productive 
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than the staff expected; employees collectively reduced their entitlement to applications 
(not just individual entitlements within an application) by 15%. Technologists said that 
employees “just didn’t want to worry about” having access to applications they didn’t 
need. This could be in part motivated by the fact that employees’ managers were to per-
form a review of each employee directly following the self-review; an employee knew 
that they could only benefit in their manager’s eyes by giving up entitlements. Given 
other observations, we feel that this voluntary de-privileging was perhaps more subtly 
motivated by the larger culture toward doing what’s best for the firm. If employees 
genuinely have the best interests of the company at heart, and understand the risk over-
entitlement poses, they would choose to give up as much as they could.  

Unfortunately, this enthusiasm for de-provisioning during the review resulted in 
under-provisioning for many employees. (Unfortunately, we do not have data on the 
amount of resultant under-entitlement, but anecdotal evidence suggests that this sur-
prising phenomenon was widespread.)  In some cases, this was because employees 
could not correlate the entitlement description in the review to an entitlement they ac-
tually use. This was often because the human-readable entitlement description re-
quired of each application owner was not sufficiently clear, or was missing, but 
sometimes attributable to the users simply not knowing that clicking on the green but-
ton on their computer was really launching application ABC. In other cases, employ-
ees became under-provisioned because there were hidden entitlement dependencies, 
i.e., it was not clear that access to application ABC was essential to important work in 
application XYZ.  

Why was the entitlement review process difficult? Shouldn’t it be straightforward 
to list the number of applications, list the different privileges within them, and evalu-
ate the mapping of those privileges to users? Shouldn’t it be clear which entitlements 
users need by reading their job description and project assignments? This is, in fact, 
an area in which the size and complexity of the company inherently complicate the 
task at hand. The vast majority of applications are used and maintained by specific 
business units; there are thousands of applications spread throughout the firm, and 
new ones are constantly being deployed. Each application has its own notion of enti-
tlements, its own entitlement descriptions, and required its own mental model of how 
to map human privileges to data access (and there are tens of thousands of humans 
who might be users for each system). This results in each user having hundreds of in-
dividual privileges, and supervisors being forced to review potentially thousands of 
individual entitlements (which, again, are not necessarily represented in a very hu-
man-understandable way).  

The biggest challenge isn’t the massive number of entitlements or users, however, 
but the highly dynamic nature of employees and organizational structure within the 
firm. The matrixed environment is hard to evaluate, and even harder when an individ-
ual’s manager and entitlement needs are in constant flux (even though this dynami-
cism is a source of strength in the business world). The only way staffers were able to 
complete the entitlement review is because they took a “snapshot” of the entitlement 
systems, and only re-evaluated this snapshot a few times during the review process. 
During a few months of the review, one business group of 3,000 people witnessed 
1,000 changes to organizational structure; in the space of a few weeks, 158 users in 
another group had changed job positions. If the process took into account all of these 
changes as they were happening, employees conducting the review would be so busy 
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updating the picture of organizational structure that they would have no time to actu-
ally review entitlements. Conducting an entitlement review annually would be much 
easier if there were a persistent and up-to-date picture of the organizational structure 
and entitlements throughout the year. 
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Fig. 3. Complexity and dynamics in entitlement systems. The number of applications, entitle-
ments, and users make entitlement a large-scale problem, and the number of daily modifica-
tions to each of these sets makes it a fast-moving target.  

4.2   Using Roles for Structure and Entitlements 

Many corporations are looking for the best way to manage entitlements in this kind of 
large, complex, and dynamic environment. Employees of some companies we have 
interviewed doubt the feasibility of any kind of centralized management of entitle-
ments; they feel that the space and diversity of data is simply too massive. However, 
we found in the firm we observed not only a willingness to consider such technolo-
gies, but deployment of one already in progress. The team of technologists behind this 
implementation is driven by a vision of a role-based system that maps entitlements to 
classes of users via rules.  

Organizations such as NIST have been championing Role-Based Access Control 
(RBAC) schemes [6, 7] since the mid-nineties, and there exist a number of frame-
works to implement access control using this model [8]. RBAC traditionally affiliates 
business-level functions, or roles, with sets of permissions on a given system; this 
grouping of entitlements facilitates provisioning (e.g., Alice is a desk manager, so we 
give her access to the same kinds of resources as other desk managers), as well as en-
titlement review (e.g., all desk managers should have the set “S” of entitlements) and 
modification to existing entitlement groups (e.g., we want to give all desk managers 
access to system XYZ when it comes online). In theory, RBAC schemes allow us to 
segregate the massive numbers of employees and entitlements into distinct groups that 
are easier to manage. However, the size and complexity of large banks make role-
based systems challenging. At one very large retail bank that we interviewed, the 
CISO had recently completed an RBAC project creating 11,000 roles across the firm 
to control access to its nearly 22,000 applications. Developing the roles took a team 
two years and the ongoing review process was expected to be significant. 

To study the feasibility of deploying a role-based system, one team at an invest-
ment firm we observed set out to estimate the number of roles that would naturally 



 Information Risk in Financial Institutions: Field Study and Research Roadmap 175 

fall out of existing applications; they found that the number of simple roles within the 
company greatly outnumbered employees. This is a reasonable result given the num-
ber of applications and entitlements; while some users in the firm had entitlements in 
one or two applications and could generally be covered by one role each, others had 
hundreds of entitlements in dozens of applications, and the privilege set overlapped 
with colleagues in varying ways. (The task of choosing the minimum number of suf-
ficient roles in this situation is reminiscent to the set cover problem, which is known 
in computer science to be computationally difficult.)  Of course,  for roles to bring 
value to the company, the system must group users into more manageable units, not 
just add a layer of complexity and abstraction. A role-based system can clearly miti-
gate some forms of complexity, but offers also its own set of management challenges 
in defining appropriate roles. Furthermore, we can only assume that the dynamicism 
inherent to organizational structure within an investment firm will lead to highly dy-
namic roles as well; as jobs and applications evolve, so will the logical groupings of 
employees doing those jobs and using those applications. (Generally, it seems that re-
tail banks are more naturally suited to simple role schemes, given the more static na-
ture of the corporate structure.) 

In response to these observations, the team who is integrating role-based systems 
into the corporate infrastructure is focusing on role management, and on the life-cycle 
events that define a role and determine which users are assigned to it. For example, a 
new employee joining the firm is an event that triggers assignment of appropriate 
role(s) to her: when that employee changes divisions, she may lose some roles and 
gain others; when she leaves the firm, she should be removed from membership of all 
roles. The series of events starting with an employee’s hiring and ending with proper 
de-provisioning upon her leaving reflects the grand vision of role management within 
this firm; through constant event-based roles updating, it should be possible to get a 
clear picture of the entitlements currently assigned, as well as easily change entitle-
ments for classes of users when necessary.  

Thus far, staffers have identified some key characteristics of a system that would 
meet this grand vision. (They have also contracted to use a commercial product to help 
with role management, which we discuss later in this document.) Most importantly, they 
believe that role management will consist less of technological solutions, and more of 
business processes. This is in line with prior work that suggests many security problems 
are due to a lack of understanding of human systems [9, 10], or to technology that does 
not appropriately model the needs of those human systems [11, 12]. Parallel mecha-
nisms already exist in entitlement and provisioning systems; there are well-defined ways 
in which business units communicate with human resources managers, or in which ap-
plication users can request new access privileges from a particular application owner. 
Integrating roles and role management into their infrastructure will require discovering 
the correct business processes to tap into, and inventing new business processes where 
appropriate ones do not exist. Security technologists at the firm will be heavily involved 
in the initial deployment of roles, but once they are established, business-focused em-
ployees should run these systems; to ensure that they maintain up-to-date in the dynamic 
environment, they must be managed by those already effecting dynamicism within each 
business unit.  
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This process-based vision of role management is different than the traditional re-
search-based idea of roles. Indeed, this firm’s definition of a “role” as a persistent 
group of entitlements with a name and correspondence to business role is different 
from most instantiations of the RBAC model; in the latter, an individual user often 
has many roles, and only takes on one at a time. The traditional RBAC model strives 
to make sure that a user only has access to the set of entitlements with the least privi-
lege to accomplish a given task; in this way, if a user’s access is compromised, the 
number of resources affected is minimized. The firm’s view, in which users always 
employ the roles assigned to them at all times, is much more similar to “group”-based 
access control schemes. However, as one staffer noted, the types of groups they need 
are much more sophisticated than current implementations (such as Active Directory). 
This is an area of authentication theory we hope to explore more with this firm, and 
share with the research community at large.  
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Fig. 4. A set of users may have entitlements for resources X, Y, and/or Z (b); here small shapes 
represent users, and shade is determined by the set of entitlements the user has. A “blind” clus-
tering algorithm (a) groups users into roles based on the sets of entitlements they have. Here, 
users with entitlement X (light grey) are grouped into Role A; those with Y and Z (dark grey) 
are in Role B, and those with all three entitlements (black) are assigned to Role C.  

Although this firm recognizes the need for effective role management mechanisms, 
they also understand that they must establish roles before they can manage them. 
However, because they hope to use roles to get a better grasp on the different types of 
resources in the firm, we find a bit of a chicken-and-the-egg problem: how do we de-
fine roles as a function of resource entitlements, when we’re planning on using roles 
to help understand what our resource entitlements are? Given the scale of the prob-
lem, the CISO (Chief Information Security Officer) scoffed at the idea of manually 
grouping people into roles.  

The commercial product that the firm has licensed features a “role discovery” func-
tion, which allows system owners to mine entitlement information for pre-existing clus-
ters of privileges that might be incorporated into roles. This approach is very attractive, 
especially in a large matrixed organization; it promises to automate what would be a 
very tedious manual process. However, we joined our collaborators at the firm in ques-
tioning the scope and the value of role discovery, and uncovered a line of inquiry on the 
nature of roles and their evolution. Because role discovery (as implemented in this case) 
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operates by blindly clustering groups of people (Figure 3) with similar entitlements, 
how can we be sure that the resulting roles can map meaningfully to existing business 
roles (Figure 4)? If there is no mapping to business roles, what happens when we decide 
to add or remove entitlements within specific roles? A role-based system’s ability to ap-
ply entitlement changes to large groups of people is an attractive feature; if our clusters 
of users are poorly defined, we might find the need to split, merge, or otherwise redefine 
role membership from the very beginning.  
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X Y
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X

 

Fig. 5. Alternate clustering algorithms from that presented in Figure 3. Depending on the nature 
of additional information, such as job status (temporary or permanent, represented here by 
shape), better definitions of roles may be dependent on more than just entitlement data.  

Of course, as the firm evolves, we expect there to be some redefinition of roles. For 
example, one business unit may divide its accounts into two sets, and determine that 
there must be a Chinese wall between them. Before the division, perhaps there was a 
Role A that encompassed the entire unit. After the division, should the group be split 
into multiple roles: X for those who have worked with one set of accounts, Y for 
those who have seen the other set, and Z for those who have not yet stepped off the 
Chinese wall? Or should the role acquire an attribute that allows the system to iden-
tify subgroups, i.e., attributes AX and AY, which can overlap with other characteristics 
in the same role? In subtler cases, might we see gradual “drift” in roles, in which a 
group or subgroup diverges over time from the original role definition?  

These possibilities indicate that role discovery might be a useful tool in first im-
plementing a role-based system, but that there may be elements of the nature of roles 
that prevent it from being useful in already running systems. (Then again, if the role 
discovery algorithm were modified to not just blindly cluster, but also take in other in-
formation that can influence the grouping of people into roles, it could prove to be 
more useful in the long term.) These questions also reflect a certain level of ignorance 
on our part about the nature of roles; currently, we cannot predict how they will 
evolve once implemented. In a larger context, this problem represents a larger inabil-
ity to predict the effects technical changes in a system that involves both humans and 
computers will have; we can simulate changes in networks or data centers, but human 
systems add new and puzzling factors. We know that the firm we observed is consid-
ering these kinds of questions in its plan for role deployment, and hope that through 
deployment they will be able find some answers questions; we hope to extend our col-
laboration to include research in this area. 
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4.3   Role-Based System Technology and Deployment 

Different parties in research and industry have developed different notions of “roles,” 
depending on their needs. We have discussed the importance of role life-cycle man-
agement in deployment of a role-based system, but we must also consider the techni-
cal elements that will make this deployment possible. Perhaps even more relevant to 
our goals of understanding the security technology deployment in the financial indus-
try, we examined the process by which the technology was chosen, and how it is be-
ing deployed.  

One product we studied was SmartRoles by Bridgestream. The software is “an en-
terprise-class application to capture, model, and update relationships between people, 
processes, projects, documents, locations, and business resources” [13]. The system 
seemed most focused on understanding “roles and organizational hierarchies.” As a 
repository for relationship information and workflow interface for updating those re-
lationships, one might expect a human resources team to be deploying it instead of a 
team of risk focused technologists. However, the application’s sophisticated use of 
rules, which translate business policies into automated decision-making on entitle-
ments, and the fact that this system will tie into existing technical entitlement solu-
tions, clearly establish the need for technology professionals to evaluate and motivate 
its use.  

The group of technologists who are behind the SmartRoles deployment first inter-
acted with Bridgestream in the product’s early stages. This recognition of the scope 
and importance of the problem in question has also been mirrored by professionals at 
other firms in the industry, although at that time there was no product available to 
even come close to solving it [14]. Once establishing contact, the firm worked with 
Bridgestream over the course of more than a year to figure out what the product 
would need to include before being deployed in an operating environment. This delay, 
and corresponding willingness of both to negotiate features and interfaces over a sur-
prisingly long period of time, reflects both Bridgestream’s eagerness to have an im-
portant financial customer, and the firm’s particularly open yet stringent philosophy 
regarding vendors, which we discussed previously in this document.  

Once IT professionals decided to push a deployment of SmartRoles to the corpora-
tion, they had to establish sufficient buy-in among various business units. This empha-
sizes the cultural expectation that business groups are not forced to conform to IT 
initiatives; if the IT team felt that the application was good for the firm, they would have 
to make the case and convince non-technical employees, too. Because the IT team must 
get significant input and acceptance from the business group (who will essentially be the 
users of the application), the chance of deploying an unusable or imperfect product is 
even further reduced than if the IT team were evaluating it alone. This stands in stark 
contrast to the policies and customs of other companies and industries.  

The technical team solicited buy-in from business groups using a well-rehearsed 
“road show,” in which they collaborated with Bridgestream to demonstrate the prod-
uct and the ways in which it would be useful to various groups within the company. 
Generally, it seems that IT personnel at the firm we were observing are unusually in 
touch with the needs and attitudes of their business counterparts, which makes the 
process of selling a product much easier. However, they felt that there was a distinct 
“terminology barrier” in discussing the roles rules at the heart of the product. In many 
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cases, business and IT staffers have developed a common language to discuss existing 
notions and technology, but our collaborators found in this instance that the concepts 
necessary were both radically new, yet similar enough to existing business ideas to be 
confusing. For example, when discussing a role, does one mean a job title, the subtler 
part that an employee plays within the business group, or something else entirely? 
More generally, there seemed to be a difficulty in understanding the fundamental need 
for such a product, the ways in which this firm’s matrixed structure and demand an 
intricate and flexible system. We feel that this reflects a prescience of their technical 
staff: they are ahead of the curve in understanding the needs of their business coun-
terparts, as well as in solving problems that other firms in their industry are still 
grasping to formulate.  

The firm is now in the process of rolling out SmartRoles in a select number of sys-
tems within the firm. This initial deployment is critical to the success of the applica-
tion, as it will determine whether or not other groups decide to adopt it. They have 
initially targeted systems that already have a strong notion and need for with entitle-
ment, that will not require a lot of maintenance by the business teams but that will 
demonstrate the benefits and efficiency that can be gained.  

5   Conclusions and Future Work 

The results of our field research provide insight into the challenges facing data-driven 
financial firms today. The increasingly distributed availability of data (and the poten-
tial for improved efficiency and profit this availability presents) pushes developers 
and managers to provide better ways to share information faster. At the same time, in-
creasingly strict regulations require new standards of auditing and risk management; 
firms thus face both the need for increased functionality surrounding their data and 
more rigorous control over who can access it and when. Our field study also high-
lighted how environments of rapid organizational change (such as highly dynamic 
matrixed organizations) reqire new degrees of scalability, manageability, and usability 
from their data access control solutions. 

We hope to use our future research in this space to help financial firms meet these 
challenges posed by the access control problem. To this end, we are developing mod-
els of both the organizational and system application structure to allow us to simulate 
the effectiveness of potential technical and access policy changes. For example, a 
model of an organization that allows the simulation of employee hiring, termination, 
promotion, and supervisory relationship changes could enable us to predict how auto-
provisioning users with a certain role at a certain lifecycle event would affect the 
overall system. (At this time we are considering a highly parallelized discrete event 
simulator, as it has the potential to scale to very large and complex organizations. We 
are also exploring the eventual use of agent-based simulation in this space.)  As a con-
tinuation the research effort with our partners in the financial industry, we plan to pi-
lot our model with them to solicit their feedback, and hopefully improve its quality by 
acquiring sanitized firm data and structural information.  

Thus far, our collaboration with the field study firms has focused on role manage-
ment. As we move forward in exploring the deployment of role technology, we also 
hope to examine the nature and usefulness of rules in entitlement systems. The firms 
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we observed clearly recognize the benefits of rules in role-based systems, yet do not 
(nor does the research community) have a firm grasp on how to measure the effec-
tiveness of a rule system, how to gauge the usability of a role-crafting interface, or 
how to integrate rule design with facilities for rule assignment, administration, and 
use monitoring. In particular, we have noted significant concern among all our finan-
cial research partners with “toxic combinations” of data, yet none has found a techni-
cal solution that allows them to deploy rules to prevent them. We hope that further 
work in this space will allow us to generate tools that enable companies to both iden-
tify and reduce the occurrence of these high-risk combinations of entitlements.  
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Abstract. The computerization of financial trading has evolved differently than 
experts have forecast. Tremendous progress in order processing speeds and new 
algorithmic tools have driven market volumes well beyond projections. At the 
same time, expensive, high-profile technology developments have failed, and 
legacy practices based on intermediated floor and telephone trading have 
proven resilient. Based on 20 years of research on trading and market systems, 
this article identifies the regularities among the IT developments that have suc-
ceeded, and contrasts them with those trading technologies that have failed. We 
find market participants adopt new market systems when they offer advantages: 
(1) in openness and transparency, (2) in meeting a real need of traders, (3) in 
lowering cost, and (4) in retaining simplicity and ease-of-use. Examples from a 
number of equity and financial market technology initiatives are described. We 
conclude with a three-part framework for analyzing the prospects of new mar-
ket systems. 

1   Early Ideas  

Financial markets consolidate supply and demand for securities, currencies, and de-
rivatives contracts. By providing price discovery and ownership transfer of the most 
standardized and commoditized of goods: stocks, bonds, foreign currency, and futures 
contracts play an important role in free market economies. Beginning with the intro-
duction of the telegraph by Samuel Morse in 1838 and the electromechanical stock 
ticker by Edward Calahan in 1867, information technology has been used to distribute 
prices from financial markets. Before the 1970s, however, determining current quotes 
and trading at attractive prices required a physical presence in the market. In this envi-
ronment, a single market tended to dominate trading in any particular issue because 
communications technology was too primitive to allow transactions to occur without 
face-to-face contact among traders. 

Since the early 1970s, trading technologies have played increasingly important 
roles in distributing market data, communicating buy and sell orders, establishing 
prices, and transferring ownership in the post-trade settlement process. The fungible, 
non-physical nature of financial assets has enabled I.T. to play innovative roles in 
establishing and refining market structures. Manual procedures have been replaced 
with computerization, and the value chain of trading is being transformed with 
straight-through-processing (STP) initiatives. 

Trading in financial markets has become steadily more computerized in the past 20 
years. However, the pace of change and the outcomes of IT developments have not 
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conformed to the predictions made in the early years of market automation. Among the 
earliest proposals for electronic trading were Fischer Black's "automated specialist", 
described in 1971, and Morris Mendelson’s Automated Trading System (Black, 1971), 
(Mendelson, 1972). Black suggested “… that the need for floor specialists and market 
makers can be eliminated almost completely by an efficiently operated computer ex-
change.”  The attractions of electronic trading were reduced errors, greater speed and 
capacity, but mainly the increased efficiency that market transparency would bring. 

2   Incentive Non-alignment 

Not surprisingly, the dominant exchanges and firms in the securities industry were 
reluctant to abandon opaque and heavily intermediated forms of trading. In an illumi-
nating article, Stanley Ross (1990), former board member and Head of Global Trad-
ing for Deutsche Bank explained why trading margins were so large in the 1960s and 
1970s before prices were electronically distributed: 

“The client sent us a letter outlining a long-term buying programme for 
Peru National 4s (Eurobonds with 4% coupons) asking that certain 
blocks of securities be offered at the end of every month and told us the 
price that they would pay. We had the client who was invisible to the 
market, which in turn was invisible to him.” 

Ross’ article contrasted the prior environment with the losses suffered by London 
trading firms after the 1986 Big Bang reforms and introduction of the SEAQ market 
systems. Ross continued: 

“Our objective of course was to make as big a ‘turn’ as having this con-
tact would allow. In other words, we took what we thought the market 
would bear. The less the general mass of investors see of transactions be-
ing done, the greater the possibility of profit being made.”  

Early attempts to computerize trading took place in an environment of profitable 
market making by banks and securities firms, and member-owned, not-for-profit 
stock exchanges. Economics teaches us that industries will seek to mute competition 
and other threats to rents. Since technology generally increases the bargaining power 
of customers over their suppliers, Wall Street and City of London securities firms 
were generally uninterested in and unsupportive of trading automation projects. With-
out ‘incentive alignment’ for the established players in the industry to drive the devel-
opment of trading technology, market computerization progressed slowly. A number 
of early failures were the Ariel trading system in London (1976), the Cincinnati Stock 
Exchange’s National Securities Trading Systems “NSTS” (1978), and the Intex fu-
tures exchange in Bermuda (1984). 

3   The New Era Finally Arrives 

The London Stock Exchange signed an agreement in 1983, which prevented a restric-
tive business practices lawsuit with the Thatcher government, and began the reforms 



 Technology for Trading: What Works and What Fails 183 

of its market rules. The changes culminated in 1986 with the Big Bang and the intro-
duction of SEAQ, a screen-based trading system. After SEAQ trading launched, 
Clemons and Weber (1990) surveyed LSE traders and documented the benefits of the 
new market technology, and its competitive impact on other European exchanges.  

Liquidity shifted from Stockholm, Paris, and Frankfurt to London’s transparent mar-
ket, and the London Stock Exchange became a leading cross-border trading center. 
While trading volumes increased in London, new entrants and competitive intensity 
meant Stock Exchange member firms’ profitability decreased. In the period 1987-1990, 
the aggregate Return on Equity Capital for LSE members was –2%, which contrasted 
with a low, but still positive +6% for New York Stock Exchange members in the same 
period. 

The impact of SEAQ’s success showed that trading technology was now a com-
petitive necessity for financial markets. Exchanges and firms could disagree on the 
timing of the arrival of open, transparent markets, but they could no longer safely 
neglect planning and investing for screen-based markets. In the late 1980s, market-
providing entrants such as Instinet and Posit were beginning to attract significant or-
der flow from securities firms and their institutional customers. Now, markets had to 
computerize to cut costs, enhancing trading efficiency, and retain order flow. Frits 
Bolkestein, European Union Commissioner of Financial Services made this point: 
“Technology-driven trends have transformed the financial trading landscape: the era 
of utility-run stock exchanges acting as a single, uncontested national liquidity point 
is gone.” 

4   What Have We Learned? 

Several conclusions arise from the study of market computerization over the past 20 
years. First, there is now a "market for markets", with technology and market models as 
key differentiators. Exchanges, broker-dealer firms, and market providers and data ven-
dors are competing to offer trade execution services that will attract customers and trad-
ing volumes. Established players have reduced their resistance to potentially disruptive 
market IT.  

The growth of technology-driven firms providing market services such as Instinet, 
Bridge, Bloomberg, Reuters, and ITG-Posit also stimulated new entrants to develop 
market systems, and greater management expertise and funding emerged for these “off-
exchange” players. Wide dissemination of market quotes and information reduces the 
need for trader contact and lessens the pressure for trading to consolidate in an indi-
vidual market. With fast, reliable linkages among liquidity pools, what might appear 
to be market fragmentation can actually be a virtual, consolidated market. 

Second, one size does not fit all. Investors do not want to send their orders to 
transparent, limit order book markets that disclose price and size information. In fact, 
the “free option” value of submitted limit orders leads to “shading” or orders priced 
greater than or less than reservation prices (Schwartz, Francioni, and Weber, 2006). 
Market models of trading have proliferated, and trading mechanisms for converting 
submitted orders into trades that are favored by some investors, and ignored by others.  

Small order-placers and traders needing rapid trade execution prefer the strict price 
and first in-first out time priorities in exchange order matching systems. Traders with 
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larger orders that can potentially move prices, are gravitating toward new P2P mar-
kets such as Liquidnet and Pipeline. These “block boards” facilitate bilateral “size 
discovery.”  Alternative market structures enable investors to direct their orders to the 
trading mechanism(s) that best suits their portfolio and investment strategy. The het-
erogeneity of markets models will continue to reflect the different investor segments. 
Roles for IT will arise in linking and integrating the various sources of liquidity today 
with the goal of matching trading tactics with fund management goals while minimiz-
ing all-in trading costs. 

A third learning is that many of the “rules” of strategic management are difficult to 
apply in the financial markets industry. These complications make for challenging 
management and technology decisions. Three paradoxes of managing in an increas-
ingly IT-intensive financial market sector are  

 
i)  Who is a Competitor?  Who is a Customer? 
 
A perplexing question for executives responsible for trading technology is to serve 

customers, while remaining aware that they will sometimes be competitors. A vivid 
example is provided in this paragraph from a recent Financial Times article1: 

“Instinet Europe yesterday announced that it had sold a minority stake 
in its Chi-X equities trading platform to a group of its largest customers 
for an undisclosed price. Among the new shareholders are some of the 
largest U.S. and European securities dealers including Goldman Sachs, 
Morgan Stanley, Lehman Brothers, and UBS and liquidity providers 
Citadel and Getco. Most of these investors also own stakes in other US 
and European alternative trading platforms including BATS Trading, 
BIDS Trading and Europe-based Project Turquoise. Several, such as 
Credit Suisse, are also backers of a new platform which aims to 
challenge the CME Group in the trading of interest rate futures 
contracts.” 

For the London Stock Exchange, Euronext, Deutsche Börse, CME, and other ex-
changes, these leading financial names are among their largest suppliers of order flow 
and liquidity. How should an exchange react when its best customers are also invest-
ing in significant rivals to the exchange?  Does the exchange put the client first, and 
share information about its technology developments and strategic plans with key 
customers?  What position does the exchange take on volume pricing and inter-
market linkage when these decisions could drive more order flow to the competing 
trading venues. 

 
ii)  What is a Complement?  What is a Substitute? 
 
Data vendors such as Quotron, Reuters, Telerate, and Bloomberg benefited the ex-

changes by distributing their prices and trading data. The vendors provided value-adding 
analytics and maintained historic databases that aided investor decision-making and 
stimulated trading. Exchanges worked with the data vendor to establish data formats and 

                                                           
1 Cohen , N. “Instinet brings new investors to Chi-X” FT.com, January 11, 2008. 
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consistent reporting. Today, many data vendors provide execution services with their data 
services. For instance, the Bloomberg Tradebook is a leading ECN in the U.S. providing 
order matching in competition with exchanges. Exchanges and market providers also co-
operate with technology standards groups such as the Financial Information eXchange 
(FIX). From a strategy perspective, FIX trade message formats “level the playing field” 
and make different trading venues less differentiated. Market providers appear to have 
decided that proprietary trading information format are not in the best interests of custom-
ers, and focus on other sources of competitive advantage. 

 
iii)  Increasingly difficult to measure trading costs 
 
In recent years, “dark pools” for block trading have attracted trading volumes. 

ITG-Posit’s periodic crossing sessions introduced in 1987 were one of the first sys-
tems to given investor the ability to trade without publicly disclosing their orders. 
Since the failure of the Optimark system in 2000, two other non-transparent block 
trading systems have emerged, Liquidnet and Pipeline. By not appearing in the dis-
played bid-ask quote or showing in the publicly displayed liquidity, market users need 
to judge the value of participating in these systems subjectively for themselves and 
their circumstances.  

Even statistical studies of trading costs that include dark pool are subject to inter-
pretation. While the executed orders in these dark pools appear to trade cheap, there is 
a “negative selection” problem due to the far more costly delayed or unexecuted or-
ders that do not match in the dark. The result for exchanges is to explain that what 
may appear as “high cost” trading according to transactions cost analysis (TCA) may 
in fact be the untraded residuals from dark pools. Any innovative market model today 
will be held up to TCA scrutiny, and its ability to attract participants will depend on 
the potentially misleading cost data. 

5   Three Success Factors 

Examining markets and trading practices, three dimensions that characterize success-
ful market trading systems. There are numerous challenges for any technology inno-
vation to have a successful commercial impact, but market trading innovations are 
particularly difficult. Good ideas that fail to attract a critical mass of liquidity will not 
succeed as trading systems. The three vital ingredients to success in new market sys-
tems developments are: 

 

Success Driver Description 

1. Technology and Architecture 

A new trading system must offer: 

• Speed, latency, reliability 
• Intuitive operation 
• Connectivity and openness 
• Audit trail and ex-post analyzability 
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Success Driver Description 

 

These are necessary capabilities in today’s envi-
ronment of 40% of trade orders being generated 
from software algorithms. Openness means APIs 
are available to developers to provide direct connec-
tion into the matching engine without translations or 
mappings. Front-ends must be flexible and intuitive. 

2. Business and Process 

A well-rounded business model and economics basis 
for new market developments are needed. Without: 

• Collaboration and partnerships with important 
order flow providers 

• Pricing arrangement and fee schedules that 
draw in users 

• Well-crafted cooperation and competition plans 

a new market system will fail to launch success-
fully. An overly aggressive, “closed” approach can 
hinder a system finding a niche in the market as 
others counter the threat. 

3. Community and Social Network 
 

A market is ultimately a community of users that 
apply rules to their activities. 

• Anonymity offered – identities should only be 
revealed when it generates economic advan-
tages in the market models 

• Membership categories and privileges – some 
markets benefit from restrictive entry criteria 
so that participants trust others in the trading 
system 

• Fairness and interactions rules must be tailored 
to the market model and balance rewards to 
both the liquidity providers, passives and the 
aggressive, liquidity removers 

 
Examples of the importance of these three are detailed below: 

1. Technology and Architecture 
The much-heralded $350 million Optimark block trading system opened January 29, 
1999. Its black box model used a rapidly sequenced auctions and a patented matching 
engine to generate trades from submitted buy and sell profiles or price/quantity 
schedules. The promise of anonymity, non-disclosure or trading submission, and so-
phisticated matching/pricing algorithms were seen by many as a serious threat to the 
established exchanges and Wall Street block trading desks. The 1998 drop in the price 
of a seat on the NYSE before OptiMark’s debut as evidence that investors saw it as a 
legitimate threat to the NYSE’s dominance. Seats on the NYSE had been selling for 
an average of $2 million in the mid-1990s, but in September 1998 a seat sold for 
$1.18 million. Within a year of OptiMark’s debut, the price of a seat would return to 
about $2.5 million.  
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Optimark was regulated as a “Trading Facility” of the Pacific Exchange (PCX), and 
affiliated with Nasdaq. Its trading engine was integrated with that Intermarket Trading 
System (ITS) and other US exchanges to interact with resting orders in those markets. In 
September 1999, Optimark had 50 users and 600,000 shares a day on average with a 
peak day volume of 1.5 mil shares. Ultimately Optimark’s computerized approach to 
large block order matching failed to develop a critical mass of users and liquidity, and it 
closed September 2000. The Optimark responded to early traders, who claimed that the 
system was too complex and difficult to use, by creating the OptiMark Institute, a 
course designed to teach traders how to use the technology. About 3,000 traders took 
the course between 1997 and 2000. Optimark also added three features to its user input 
screens, MarketBeater, Super Mid-Point, and eMarketMaker. These were intended to 
streamline its operation, attract additional profiles entries and enhance liquidity. Opti-
Mark was spending about $8 million per month, but attracting little trading and fee in-
come. Despite its efforts, in December 1999, Optimark laid off 54 staff members or 14 
percent of its 389-employee workforce. 

A March 24, 2002 article in the Durango Herald: "Missing the Mark: Optimark's 
Rise and Decline" quoted Peter Jenkins, the managing director of global equity trading 
at Scudder Investments, who said that while “the OptiMark system was good in princi-
ple, it was clunky in its execution.”  OptiMark may have expected too much of the trad-
ers who used it. Trading desks are inherently busy places, with people doing a lot of 
different things, and the OptiMark system required attention that was in short supply. 

The technology and architecture of a trading system need to provide an intuitive 
operation for users, and the capability for users to review their activities ex-post in an 
audit trail. There needs to be an opportunity for learning and ex-post analyzability. 
Otherwise traders have no way to adjust their order placement strategies for best re-
sults the next time. Unfortunately, Optimark was complex and its “black box” 
opaqueness did not offer feedback for traders to adjust and perhaps enter more pro-
files and generate more trading volume. 

2. Business and Process 
A new market technology should have a business model and business processes that 
are sufficiently robust that they cannot be undermined by competitive rivals. Consider 
the CapitaLink corporate debt issuance system. It was developed in 1988 to enable 
issuance of $100 million to $300 million in "plain vanilla" investment grade corporate 
bonds. The start-up was 50% owned by J.P. Morgan. In CapitaLink, buy-side invest-
ment managers bid directly, avoiding underwriters and syndicates. It offered a 0.20% 
commission to undercut the standard 0.75% underwriting spread at the time.  

In September 1990, John Deere & Co. was prepared to issue bonds via CapitaLink, 
and a polling of fund managers indicated the issue would yield 80 basis points above 
the comparable Treasury yield. Merrill Lynch, defending its 17% market share, bid 
the entire issue "net" at 70 bps before the formal CapitaLink auction. Deere accepted 
the highly competitive yield and Merrill "bought" the issue, but ultimately lost 15 bps 
on the deal. Shortly after, CapitaLink suffered a similar outcome on a US West debt 
issue, and JP Morgan abandoned its sponsorship. Without bank sponsorship and 
capital, the venture was closed. In retrospect, CapitaLink had a market model that was 
susceptible to 11th hour scooping by investment bank underwriters, and it did not have 
negotiating leverage with issuers to prevent them from accepting the better Wall 
Street offers that materialized. 
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3. Community and Social Network 
A new front-end trading technology will develop a community of its participants and 
users in much the same way that floor markets fostered camaraderie. Members share 
certain privileges in trading and in lower fees, and have an incentive to route orders to 
exchanges they are in which they are market makers or members. A new, fully elec-
tronic options exchange, the International Securities Exchange (ISE) launched in 
2000, and was followed in 2004 by Boston Options Exchange (BOX).  

The ISE provides membership categories and market-maker designations. Market-
making firms purchase exchange memberships, and have greater trading rights and re-
sponsibilities than nonmember firms that may send orders to the market. The ISE’s 
fixed number of memberships are either purchased or leased. Securities firms initially 
paid $1.5 million for an ISE competing market maker (CMM) membership and $7.5 
million for a primary market maker (PMM) membership. The ISE has a total of 160 
CMM memberships, owned by 22 firms, and 10 PMM memberships, owned by 8 firms. 
Having committed to the membership, firms appear to use the ISE more actively. BOX, 
on the other hand, is based on a non-exclusive, member-less market structure, and all 
BOX participants have identical access and trading privileges in its market structure. 

Order-routing disclosures by brokerage firms to the SEC provide insights into how 
the major firms distribute their customers’ orders across the six exchanges (Weber, 
2006). Of BOX’s major backers, only Citigroup Global Markets (CGM) reported 
more than 5 percent of its customer options order being routed to BOX in 2Q 2004. 
According to its Rule 11Ac1-6 report, CGM sent 7 percent of its customer option or-
ders to BOX, while 44 percent went to the American Stock Exchange, 39 percent to 
CBOE and 6 percent to the Pacific Exchange. Unless the BOX can attract a similarly 
committed group of order-flow providers from among its investors – CSFB, J.P. Mor-
gan Chase, Salomon Smith Barney and UBS (USA), along with one of the three 
founding organizations, Interactive Brokers Group – it will remain one of the smaller 
options exchanges. 

In contrast to BOX, the ISE’s members are among its leading users. Many of ISE's 
leading users, including Morgan Stanley and Goldman Sachs, also serve as PMMs 
and CMMs. The scarcity and exclusivity of their market memberships may be provid-
ing a further incentive for routing orders to the ISE market. For all the theoretical ad-
vantages of an inclusive approach to memberships, new trading systems that do not 
create a committed network of users will find the going difficult.  

6   Ripe for Research 

The growth and importance of financial markets make the issues around optimal trad-
ing technology valuable topics for research. Market structure principles and market 
quality metrics are well developed for financial markets, and technology opens new 
possibility in market organization. Research methods to study trading technology and 
its economic impacts include: 

– empirical data analysis 
– experimental economics 
– simulation of market models 
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Markets are changing in response to customer needs and new trading technologies. 
The role of information systems has evolved from disseminating price data and sup-
porting clerical functions of floor-based markets, to providing fully, open electronic 
markets. Yet, the business success of new market technologies is far from certain. A 
number of principles though in the design, business model, and user network appear 
to able to drive trading technology to greater adoption level and better contribution to 
the marketplace. 
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